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Abstract 

We investigate the systemic importance of U.S. industrial firms and analyse the firm-specific 
characteristics that identify systemically important industrials. We compute two firm-specific 
measures of systemic risk for 367 non-financial corporations and confirm that industrial firms are 
both vulnerable to systemic shocks and contribute to system-wide risk. Systemic risk measures 
exhibit substantial variation across firms and over time. Debt and trade credit are related to both 
dimensions of systemic risk, while a range of other firm characteristics are associated with systemic 
risk in at least one direction. The differences between the dimensions of risk and their associated 
characteristics underline the importance of analysing both measures of risk. Finally, we report some 
striking differences vis-à-vis the extant literature on banks and non-bank financials.  

 
Keywords: Systemic risk; MES; ∆CoVaR; industrial firms; financial crises.   
JEL Classification:  G32.    

 

 



1 

 

1.  Introduction 

 Systemic risk and the systemic importance of financial institutions was propelled to the 

forefront of financial research and debate by the global financial crisis of 2007-09 and later by the 

Eurozone sovereign debt crisis. Bank failures across many developed countries and the impairment of 

debt and asset-backed securities markets brought the issue of systemic risk, its measurement and how 

to combat its threat to global attention. Given that the crisis which precipitated the turmoil originated 

within the banking sector and associated credit derivative markets (see Brunnermeier, 2009; Gorton, 

2009 among others), much of the research on systemic risk has focussed on the banking and other non-

banking financial institutions. Some papers, e.g. Billio et al. (2012) and Drehmann and Tarashev (2013), 

take a narrow view of the system and limit their focus to the financial sector. However, it is argued by 

Acharya, Engle and Richardson (2012) that any definition of systemic risk must incorporate the real 

economy effects of such a shock. They also stress the importance of the connectedness of the system in 

measuring systemic risk. Even if firms are individually in good financial health, pervasive linkages 

across the industry can potentially propagate adverse shocks throughout the system, resulting in 

widespread disruption and possibly a systemic crisis. Even though non-financial corporations (NFCs) 

are not strictly part of the financial system, they are inextricably linked to financial institutions through 

their financing and investment activities. Furthermore, NFCs have important intra-industry linkages 

through trade credit, supply and production chains, making it difficult to diversify financial exposure to 

these industrial firms. Therefore, our goal is to assess the systemic importance of NFCs, both in terms 

of their contribution to this risk and their vulnerability to it. For a sample of S&P 500 listed industrial 

firms, we compute two measures of systemic risk and relate these to a wide range of firm-level 

characteristics in an effort to paint a picture of what a systemically important industrial firm looks like.  

There are many reasons to believe that adverse shocks experienced by these industrial firms 

will have repercussions for the financial system and the wider real economy, thus making such firms 

potentially systemically important. Firstly, in a report on global financial stability, the International 

Monetary Fund (2019) warn of the imminent threat to the financial system and global economy from 

‘corporate debt vulnerability’. With corporate indebtedness at record levels, they warn that a shock of 

half the magnitude of the most recent crisis, would leave about 40% (approximately $19 trillion) of 

corporate debt at risk across the seven largest economies. This growth in debt financing has been largely 

due to the low cost of debt and has been accompanied by a declining quality of debt to exacerbate the 

economic threat. Celik, Demirtas and Isaksson (2020) estimate that a quarter of all corporate bond 

issued in 2019 were non-investment grade, with only about 30% being rated A or higher. Secondly, 

from the financial contagion literature, we know that NFCs can play a key role in the transmission of 

shocks. Using a theoretical model, Korinek, Roitman and Vegh (2010) shows how a shock originating 

in the banking sector can lead to contagion between two NFCs, which were previously unrelated, 

accentuating the negative effect of the original disturbance. Likewise, network models, such as 
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Acemoglu, Ozdaglar and Tahbaz-Salehi (2015), show large (either in magnitude or in number) shocks 

to NFCs can cause fragility in the financial system. Thirdly, empirical evidence that NFCs can propagate 

an adverse shock to other sectors is provided by Dungey and Gajurel (2014), Akhtaruzzaman and 

Shamsuddin (2016), and Dungey, Flavin and Lagoa-Varela (2020) among others, with strong evidence 

of bi-directional contagion between the financial and non-financial sectors, in both the U.S. and 

Eurozone markets. 

 Measuring systemic risk is a major challenge. The complex nature and dimensionality of 

systems would suggest that measures of systemic risk require huge volumes of data from the constituent 

entities of the system and technologies capable of tracking a myriad of bilateral relationships. In this 

sense, the tedious and painstaking stress tests of financial institutions are likely to produce the most 

accurate assessment. The downside of this approach is that they are time consuming and repeated 

infrequently at relatively long horizons. An alternative approach is to use market price data to extract 

systemic risk measures that are timely and relatively easy to compute. The marginal expected shortfall 

(MES) of Acharya et al. (2017), the SRISK of Brownlees and Engle (2017), the Delta CoVaR 

(∆CoVaR) of Adrian and Brunnermeier (2016) and the Granger-causality approach of Billio et al. 

(2012) can all be computed from equity prices.1 Hence these systemic risk measures can be calculated 

rapidly and updated regularly for any stock market-listed firm.  

 Using variants of these measures, a voluminous literature has emerged on the systemic 

importance of financial institutions and the characteristics associated with highly systemic financials. 

The real-time detection of institutions that are either a threat to, or under threat from, the system is 

important for regulators posed with dealing with crises but equally, identifying the firm-level 

characteristics of these firms is crucial in forming policy to build resilience in the financial system. 

Likewise investors can use this information to design investment strategies to hedge against market 

downturns. Firm size (usually measured as market capitalisation or total assets) is the predominant 

characteristic associated with systemic risk among financial institutions. A large number of studies 

reach this consensus (see Tarashev, Borio and Tsatsaronis, 2010; Pais and Stork, 2013; Laeven, 

Ratnovski and Tong, 2016; and Varotto and Zhao, 2018 among others), with most attributing this 

relationship to the ‘too-big-to-fail’ theory, which expects large financial institutions to be ‘bailed out’ 

by government rather than allowing them to fail, as it would be too damaging for the system as a whole.  

Interestingly, firm size has little effect on the risk of individual banks but is important at the system 

level. Other key determinants of systemic risk for banks is the level of undercapitalisation (Laeven, 

Ratnovski and Tong, 2016), leverage and market-to-book value (Calluzzo and Dong, 2015), the level 

                                                           

1 Other measures rely on CDS data, e.g. Huang, Zhou and Zhu (2009), Giglio (2011) and Nijskens and Wagner 
(2011); interbank market data as in Giratis et al. (2016) and Langfield, Liu and Ota (2014); and bond data as in 
De Sola Perea et al. (2019). For a comprehensive review of systemic risk measures, the reader is referred to Bisias 
et al. (2012). 
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of interconnectedness with the rest of the financial system (Bostandzic and Weiß, 2018) and corporate 

governance (Iqbal, Strobl and Vahamaa, 2015; Andries and Nistor, 2016; and Anginer et al., 2018). 

Interestingly, better governed firms are generally found to be more systemically risky due to engaging 

in higher risk activities, again with the expectation of being bailed out if these strategies go wrong. 

 Despite the sizable literature on financial institutions, relatively few studies have focussed on 

the systemic risk of non-financial institutions. There are some notable exceptions. Anginer et al. (2018) 

use a sample of U.S. NFCs as a benchmark against which to compare financial institutions and show 

that these NFCs are systemically risky. Similarly, Dungey, Luciani and Veredas (2018) develop an 

index of systemic importance and show that non-financial firms are consistently among the most 

systemically important firms, but they stop short of analysing the characteristics of high systemic risk 

firms. Outside of the U.S., Poledna, Hinteregger and Thurner (2018) analyse a large network of Austrian 

firms and conclude that NFCs are systemically important. They can attribute only 29% of total systemic 

risk to interbank linkages with the remainder emanating from bank-NFC and inter-NFC relationships.  

Van Cauwenberge et al. (2019) compute ∆CoVaR for both financial and non-financial Dutch companies 

and find that NFCs rank among the most systemic firms. They relate their measure of systemic 

contribution to firm-level characteristics, and find that size, leverage, idiosyncratic risk and the degree 

of internationalisation are important for Dutch firms.  

To the best of our knowledge, this is the first study to focus on U.S. industrial firms. We 

undertake a more extensive analysis of systemic risk by focusing on the bidirectional transmission of 

shocks between individual firms and the system and analyse the relationship between this risk and a 

broad range of firm characteristics. To address this issue, we analyse a sample of 367 non-financial 

S&P 500-listed firms over the period 2005-2011. We compute two systemic risk measures, MES and 

∆CoVaR – discussed in greater detail in the next section – to measure distinct dimensions of system 

risk. These measures differ in the direction of causality. MES captures the vulnerability of the individual 

firm to a system-wide shock, while ∆CoVaR estimates the effects of a firm-specific shock on the wider 

system.2 We then regress these systemic risk measures on a wide range of firm- and industry-level 

variables (which are discussed in section 3). In our empirical specification, we exploit variation in risk 

between- and within-firms and estimate a series of ‘random effects within between’ (REWB) 

regressions (see Bell and Jones, 2015). In REWB regressions, the cross-sectional (between) and 

longitudinal (within) relationship between each firm characteristic and systemic risk are estimated 

simultaneously and we report two coefficient estimates for each characteristic; one which allows us to 

characterize differences between systemically important firms, and a second, the within-effects, which 

allows us to determine what causes these firms to be systemically important.  

                                                           
2 Adrian and Brunnermeier (2016) show that the causality of their ∆CoVaR measure can be reversed to capture 
the effect of a systemic shock on individual firms.  
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 Our results reveal a number of interesting findings. Firstly, we confirm that industrial firms are 

systemically important with substantial and persistent MES and ∆CoVaR measures. In general, they 

are dominated by corresponding measures for financials but are more persistent, especially for 

vulnerability to a systemic shock. Furthermore, both measures exhibit large variation across firms and 

over time. Secondly, distinguishing between systemic vulnerability and systemic contribution is 

important as we find a great deal of heterogeneity in the measures. Firms who rank highly in one risk 

dimension do not necessarily rank highly in the other. Hence focusing on the transmission of systemic 

risk in just one direction would miss vital aspects of the phenomenon and lead to inefficient policy 

formulation. Thirdly, the variables that are related to NFC systemic risk are quite different from those 

identified in the literature as driving systemic risk among banks and other non-banking financial 

institutions, reinforcing the need for our analysis. For example, firm size and corporate governance only 

appear to be associated with systemic contribution and not vulnerability. Fourthly, we find strong 

empirical evidence to reinforce the warnings of the International Monetary Fund (2019) report 

regarding the systemic importance of corporate debt. Financial debt is a significantly related to both 

systemic vulnerability and systemic contribution; the former is increasing in debt for all firms, while 

the latter exhibits such a relationship for large firms. The influence of debt is compounded by the 

importance of trade credit in determining systemic risk. This shows that firm linkages that are external 

to the financial system can also generate systemic risk and have the potential to impact on the wider 

economy. Interestingly, irrespective of the direction of shock transmission, firms who provide credit 

are always of higher systemic importance. Fifthly, the remaining characteristics of firms with high 

systemic vulnerability are very different from those of firms who contribute to systemic risk. This 

underlines the need for analysing systemic risk across both dimensions. Similarly, the factors that 

explain between- and within-firm variation are largely different. 

 The remainder of this paper is structured as follows. Section 2 details the employed measures 

of systemic risk, describes their computation and presents these measures for our sample of non-

financial firms. Section 3 lists, and provides motivation for, the firm-specific characteristics that we 

include in our regression analysis of the driving forces associated with systemic risk. It then proceeds 

to present some preliminary univariate statistics before outlining our econometric methodology. Section 

4 discusses our results, while Section 5 contains our concluding remarks.  

 

2. Measures of systemic risk 

 The need for up-to-date information on systemic risk has led researchers to develop systemic 

measures based on publicly-available information, with their timeliness appealing to both policymakers 

and investors who need to react to unfolding events to minimise the negative repercussions associated 

with systemic episodes. These measures have predominantly been introduced in the literature on banks 

and financial institutions but are now being extended to NFCs (see Anginer et al., 2018; Van 

Cauwenberge et al., 2019). This is the approach that we adopt here. We compute two of the most popular 
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measures; the marginal expected shortfall (MES) of Acharya et al. (2012) and Adrian and 

Brunnermeier’ s (2016) ∆CoVaR.3 We briefly review these measures and describe their computation 

before presenting the results for our sample of 367 S&P-listed companies over our sample period, 2005-

2011. 

 

2.1 Marginal Expected Shortfall (MES) 

Acharya et al. (2017) define MES as the marginal contribution of firm j to the expected shortfall 

of the financial system, termed the market portfolio. It is designed to capture the vulnerability of firm j 

to a system-wide shock. It can be readily and easily computed from a firm’s publicly available share 

price. Specifically, the MES of firm j is the expected value of its share-price return, conditional upon 

the market portfolio return being at or below the sample p-percentile over the estimated trading period 

t (see Guntay and Kupiec, 2016). Hence, for a given estimation window, the MES of firm j, is given as:  

������� , 	
 = � ������� ≤ �������, 	��      (1) 

where VaR denotes the market’s value-at-risk with p set, in our estimation, to 5%. The daily 95% VaR 

for a given market portfolio is approximated by daily losses of 2% or worse. We choose the S&P500 

index as our market portfolio as it closely reflects the performance of the real economy. An institution’s 

MES thus provides an estimate of the scale of losses a firm may experience during generally turbulent 

periods or subsequent to a large market disturbance. We calculate MES on a daily basis from 2005-

2011. Following Anginer et al. (2018), we then compute an annual average of the measure to use in our 

analysis of the firm-level characteristics determine this dimension of systemic risk. In our analysis, we 

use the negative of MES so that firm-level systemic vulnerability is increasing in MES. 

 

2.2 Delta CoVaR 

We estimate a firm’s ∆CoVaR (Adrian and Brunnermeier, 2016) to capture the systemic 

contribution of each firm, i.e. the transmission of a firm-specific shock to the overall system. ∆CoVaR 

captures the systemic impact of a firm’s distress upon the financial system by estimating the change in 

the financial system’s value-at-risk (VaR, with x% certainty) that takes place conditional upon a tail 

event for firm j. For consistency with our MES variable, we set x equal to 95% in this analysis and 

check of the robustness of our results at the more stringent 99% threshold.  

∆CoVaR relies on two conditional VaR estimates (CoVaR) (see Jorion, 2007). The financial 

system’s CoVaR when firm j experiences a tail event, is defined as follows: 

��� ��� ≤ �������|�, ��|�� ≤ ������, �� = �        (2) 

                                                           
3 The SRISK measure of Brownlees and Engle (2017) is similar to the MES and often used in the banking 
literature. Since it incorporates a capital requirement ratio, we exclude it from our analysis of NFCs.  
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Here Rfs represents the return of the financial system (e.g. a growth rate in a broad market index) 

and Rj the return for firm j, with q typically set to a low figure, e.g. 5%. Note, firm j’s returns are at, or 

have breached, its own 5% VaR, meaning it has experienced a (left) tail event, resulting in historically 

large losses. Repeating the estimation, but conditioning upon the firm’s 50% VaR we estimate the firm’s 

∆CoVaR as follows: 

������	����|�, 5%
 	= 	�����	����|�, 5%
	– 	�����	����|�, 50%
                         (3) 

Thus, Eq. (3) gauges the change in the value-at-risk of the financial system when firm j goes 

from experiencing normal (median) returns to distressed returns. As proposed by Adrian and 

Brunnermeier (2016), we rely on quantile regression techniques to estimate this equation. This approach 

requires the inclusion of a number of state variables, from which the time variation in the ∆CoVaR 

measure is generated. We include the change in the 3-month Treasury bill rate, term premium, the TED 

spread (which is often used to capture market liquidity), the credit spread and equity market volatility 

(VIX) in our specification. As with MES, we use the negative of ∆CoVaR to that larger ∆CoVaR 

implies a higher contribution to systemic risk.  

 

2.3 Systemic importance of U.S. industrial firms 

As a first step in our analysis, we compute and analyse the MES and ∆CoVaR measures for 

each of the 367 industrial firms in our sample over the period 2005-2011. Each firm can be allocated to 

one of ten non-financial sectors according to the Fama-French industrial groupings and some of our 

results are presented by industry to facilitate a clearer exposition. For each firm, we compute our 

measures of systemic risk using its daily closing share prices. Table 1 presents some summary statistics. 

MES has a higher mean and standard deviation than ∆CoVaR. It is noteworthy that the standard 

deviation of values within a firm is much larger than the average values across firms. This is important 

in light of the estimation technique used (and discussed) below.  

Figure 1 (top panel) plots the average MES and ∆CoVaR of all NFCs for each year of our 

sample. The corresponding figures for an index of U.S. financials is included as a benchmark. An 

interesting pattern emerges. In general, financials score higher than NFCs in both dimensions of 

systemic risk but the systemic vulnerability and contribution to systemic risk is still significant across 

industrial firms. In the early years of our sample, 2005-06, both measures are relatively low implying 

that systemic risk is not a major threat to individual firms or to the broader economy. This changes 

quickly and significantly with the onset of the U.S. financial crisis in 2007.  

Starting from mid-2006, MES climbs quickly and steeply, particularly for the financial sector. 

MES peaks for industrials in 2008 but continues to grow for financials, albeit at a decreasing rate until 

mid-2009. Thereafter it declines sharply, in contrast to the MES for NFCs which displays considerable 

persistence. This suggests that resolution programmes introduced to rescue banks and build resilience 

in the financial sector enjoyed some success. However, many of these policies initiated by government, 
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though aimed at alleviating distress in the financial sector, often had an implicit assumption that a fully 

functioning financial system would keep credit flowing to NFCs and thus protect them from the 

financial shock. Figure 1 indicates that this knock-on effect was not strong enough to insulate industrials 

from the crisis. The prolonged vulnerability of industrials may be due to the lack of any targeted rescue 

programmes for NFCs and further aggravated by a global economic downturn and poor consumer 

demand in international markets, and Europe in particular. In the final year of our sample, the MES of 

financials and NFCs begin to diverge once more as the former experienced renewed turbulence due to 

the emergence of the Eurozone sovereign debt crisis and U.S. banks’ exposure to government debt 

instruments issued by the crisis-ridden Eurozone periphery countries.  

Pre-crisis, ∆CoVaR was relatively low but larger for NFCs than for the financial sector. Again, 

mid-2006 marks the start of an increase in this measure, though it was more gradual than the increase 

in MES. ∆CoVaR peaks for NFCs in 2007 and subsequently declines, returning to 2006 levels by the 

end of our sample. The ∆CoVaR measure for financials overtakes that of NFCs in 2007 and continues 

its upward trend until the third quarter of 2008 before gradually declining until the onset of the Eurozone 

crisis. Its peak coincides with the collapse of Lehmann Brothers and the introduction of TARP and 

related programmes aimed at strengthening the riskiest banks and decoupling these banks from the 

wider financial system. For both financials and NFCs, Figure 1 shows that there is the potential to 

transmit adverse shocks to the wider system and thus, this risk needs to be managed not only for banks 

and financial firms but also for industrials.  

[Insert Figure 1 about here] 

The bottom panel of Figure 1 presents a ‘box and whisker’ diagram with firms grouped by 

industry to gauge differences in cross-sectoral importance of systemic risk measures. Even though the 

focus of this paper is on industrial firms, we include financial firms as a benchmark to help us to put 

the systemic risk of NFCs into perspective. Panel A focuses on MES. As expected, given the 2007-08 

crisis originated in the financial sector, the vulnerability of the financial sector is the largest of all 

sectors. It has the highest median value at 4.11 and displays the greatest variation in MES scores. 

However, the vulnerability of other sectors is not inconsequential. Across NFC sectors, median values 

lie between 1.8 and just under 4, with a large range of realized values for all industries. The 

manufacturing, consumer durables and energy sectors appear to be especially vulnerable to a systemic 

shock. The corresponding information for ∆CoVaR is presented in Panel B and a similar story emerges. 

Again, our graph shows that financials dominate the transmission of risk to the wider system. Financial 

firms contribute more to systemic risk than industrials, but this dimension of systemic risk is still 

important across industrial sectors. The energy sector is again at the top of the list (according to median 

values). With relatively small median differences across sectors, each sector has the potential to more 

or less equally contribute to a system-wide disturbance. The distribution of values is more clustered 
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than for MES and there are more outliers on the lower left tail of the distribution (captured by the lower 

limb of the box and whisker diagram).  

Finally, we address the question if it is the same firms scoring highly in both systemic risk 

measures. Figure 2 shows a scatter plot of MES versus ∆CoVaR. If the ranking of firms is the same in 

both dimensions of risk, then we should see firms on or close to a 45-degree line. That is not the case. 

While, the relationship is positive, it is far from a 1:1. Table 2 lists the names of the top (most risky) 

and bottom (least risky) 10 industrial firms in terms of their average MES (left column) and ∆CoVaR 

(right column) scores across the whole sample. Strikingly, there is just one firm, National Oilwell Varco, 

which appears in the top 10 of both risk measures, while no firm feature in the bottom (least risky) of 

MES and ∆CoVaR. Table 2 also shows the rank of each firm in our sample in terms of each risk 

measure. It confirms great variation between their MES and ∆CoVaR measures. Therefore, the firms 

that are most vulnerable to a systemic crisis are not the same as those who contribute most to such an 

event. Consequently, it is crucial to analyse systemic risk across both dimensions as focusing on just 

one measure would overlook important information about risk and produce less effective policies to 

combat its spread.  

[Insert Table 2 and Figure 2 about here] 

 A more detailed analysis of Figure 2 permits the classification of industrials in terms of systemic 

risk. Dividing the plot into four quadrants, we see that at one extreme (south-west quadrant), there are 

firms who score low in both risk measures. These firms are not systemically important, i.e. their shocks 

do not endanger the system and they show little vulnerability to system-wide shocks. At the other 

extreme (north-eastern quadrant), there are a group of firms who simultaneously show high 

vulnerability to a systemic shock and whose own shocks contribute to a broader downturn. These firms 

have the capacity to propagate shocks across the system, not alone through their own idiosyncratic 

shocks but by feedback effects with the wider financial system. Firms in the off-diagonal quadrants tend 

to be high in one dimension of systemic risk and low in the other. While either showing high 

vulnerability or high contribution to tumultuous episodes, there is little danger of bidirectional feedback 

effects aggravating the crisis.  

 

3. Data and econometric methodology 

 Having established that non-financial U.S. firms are of systemic importance, we seek to identify 

the firm-level characteristics that contribute to this type of risk, following the extant literature on 

banking and other non-banking financial firms.  

 

 3.1 Potential firm-specific drivers of systemic risk 

 Without a guiding theory as to the factors that may potentially contribute to systemic risk, we 

identify a set of potentially important variables from the literature on individual risk and beta risk and 
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use regression analysis to determine their importance to systemic risk.4 Benoit et al. (2013) describe 

MES and ∆CoVaR as transformations of beta (or something similar to beta in the case of ∆CoVaR). 

MES is the product of a time-varying firm beta and the expected shortfall of the market return and is 

increasing in both. ∆CoVaR for firm i is proportional to its tail risk, where the proportionality coefficient 

is the linear projection coefficient of the market return on the firm return (i.e. ������$��%� =
&'()*(
)'(

���$��%�).5 

Table 1 lists and describes the variables used in the study. It also provides some summary 

statistics and the source of the data. In the remainder of this subsection, we provide a brief motivation 

on the choice of these variables. One of the most direct links between a NFC and the financial system 

is through its use of debt financing. Hamada (1972) showed that a firm’s beta is increasing in its 

borrowing. More recently, the International Monetary Fund (2019) report focuses on the threat to global 

financial stability being posed by the level of corporate indebtedness across the largest economies. We 

try to capture this potential relationship by including a number of debt-related variables in our regression 

specifications. Specifically, we include the level of debt (total debt to market capitalisation), debt 

maturity (long-term debt to total debt) and a number of debt specialisation measures, such as debt 

concentration (a dummy variable which takes the value of unity if at least 90% of debt is provided by a 

single lender) and a Herfindahl-Hirschman index of debt type usage. Other dimensions of a firm’s 

relationship with external markets are captured through external financial dependence (EFD) and a 

measure of financing constraints (due to Hadlock and Pierce, 2010). Trade credit may also be important 

as it captures linkages between non-banking borrowers and lenders.6 Corporate defaults may produce 

contagious effects through the type of balance-sheet contagion described by Kiyotaki and Moore (2002) 

and the type of default chain in Das et al. (2007). Trade credit linkages are captured through accounts 

payable, accounts receivable and net trade credit. It is often found that firms with a reliance on external 

capital and trade credit perform worse during financial crises (see Rajan and Zingales, 1998; Beck et 

al, 2004; Klingebiel et al., 2007; and Love et al., 2007).  

 Firm size is consistently found to be a significant determinant of systemic risk in the banking 

literature, even though it has little impact on individual bank risk (see Tarashev, Borio and Tsatsaronis, 

2010; Pais and Stork, 2013; Laeven, Ratnovski and Tong, 2016; and Varotto and Zhao, 2018).7 

                                                           
4 We bear in mind that studies on the drivers of systemic risk in banks have shown that some characteristics that 
are risk reducing at the firm level can have the opposite effect (or no effect) at the system-level (see for example, 
Wagner, 2010; Mayordomo, Rodriguez-Moreno and Peña, 2014, among others). Notwithstanding, factors that 
have been shown to influence firm-specific risk and its beta risk seems a reasonable starting point.  
5 Benoit et al. (2013) write ∆CoVaR as  

&'()*(
)'(

+���$��%� − ���$��0.5�. or 
&'()*(
)'(

���$��%� if the marginal 

distribution of returns is symmetric around zero, which says that a firm’s ∆CoVaR is directly proportional to its 
VaR. Adrian and Brunnermeier (2016) show that the relationship between VaR (firm risk in isolation) and 

∆CoVaR (contribution to systemic risk) is weak.    
6 Demirguc-Kunt and Maksimovic (2001) documents the importance of trade credit financing for both small and 
large firms. 
7 Across all firms, Subrahmanyan and Thomadakis (1980) finds that beta is decreasing in firm size. 
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However, it is often argued that the importance of size is related to the implicit expectation that large 

banks will not be allowed to fail by the regulating authorities. Without the tacit belief that such a rescue 

package will be provided to NFCs, it is an interesting empirical question as to whether or not size 

influences systemic risk in our sample of industrial firms. We include firm assets as an absolute measure 

of size and market share (firm sales to total industry sales) as a measure of importance within an 

industry, since Ferris et al. (1997) has shown that dominant firms in an industry are more important.  

 Corporate governance is another variable that has been shown to impact on the systemic risk of 

financial firms. Again, this is often related to the risk-taking behaviour of large shareholder-friendly 

banks but, nevertheless, we include it as a potential determinant of NFC systemic risk. Parigi (2017) 

finds a significant relationship between a firm’s beta and its corporate governance.  Our main variable 

is sourced from Aggarwal et al. (2011) but since it is only available up to 2008, we also explore the 

influence of corporate ownership structures on systemic risk. Ownership structures such as dual-class 

share structure and family firms are often found to be less shareholder friendly and this may impact on 

the firm’s systemic vulnerability or contribution. We capture these effects through dummy variables 

which take the value of unity if that type of ownership structure applies to that firm.  

 The financial health of the firm and its ability to meet its short-term obligations also has the 

potential to impact upon the overall system. We use a range of variables to capture these effects; 

profitability, cash holdings, liquidity (current assets to current liabilities), dividend payer (binary 

dummy variable that equals unity if firm pays a dividend) profit volatility, growth opportunities (market 

to book value of assets) and asset tangibility (gross property, plant and equipment to assets). Previous 

literature has shown that profitability is inversely related to beta (Gahlon and Gentry, 1982), while profit 

volatility has the opposite effect (Chung, 1989; Schlueter and Sievers, 2014). Variables such as cash 

holdings, liquidity, dividends, and asset tangibility may provide a buffer against systemic risk.  

 The lifecycle stage of a firm may also be important in determining its vulnerability or 

contribution to systemic risk. We include two measures of lifecycle, firm age and a lifecycle 

classification based on the multiclass linear discriminant analysis (MLDA) of Faff et al. (2016). The 

latter approach allocates firms to one of four lifecycle stages; birth, growth, mature, and 

shakeout/decline. Chincarini et al. (2016) finds that early stage firms are most vulnerable to market risk 

(beta risk), while this fragility declines over time. In contrast, well-established, mature firms are 

expected to contribute most to systemic events.  

 The degree of international exposure has been shown to influence individual firm risk (Mitton, 

2002) and the systemic contribution of Dutch firms (Van Cauwenberge et al., 2019). Diversification 

theory says global operations may insulate firms from purely domestic shocks. Alternatively, greater 

geographical scope may potentially expose firms to more shocks. Chander et al. (2009) lend support to 

the former view when they reveal that cross-listing firms (which typically have large global operations) 
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outperformed non-cross-listing firms during currency crises in their home country. We include foreign 

sales and a cross-listing dummy variable to capture the effects of internationalisation on systemic risk.  

 Product market conditions have also been shown to be an important determinant of individual 

firm risk. Behrens et al. (2013) show that the producers of more differentiated products were affected 

less by the trade collapse, which occurred in Belgium between 2008 and 2009. We use two variables, 

product market fluidity (see Hoberg et al., 2014) and R&D expenditure, as proxies for this phenomenon.  

 

 3.2 Univariate analysis 

 Table 3 presents a preliminary analysis of the data. In particular, we compare the average firm 

in the top (most risky) and bottom (least risky) systemic risk quartiles and look at differences in firm-

level characteristics for the two that may potentially explain the differences in systemic risk. For MES, 

there are a relatively small number of firms in the top quartile with a large mass of industrial firms in 

the bottom, while the numbers are equivalent in the corresponding measures of ∆CoVaR. For many of 

our explanatory variables, there is a large difference between the high- and low-risk firms. For example, 

the most vulnerable firms tend to be smaller, while the largest contributors to systemic risk tend to be 

larger. Higher debt levels appear to be associated with higher MES, though there is little difference in 

debt levels between the top and bottom quartiles of the ∆CoVaR distribution. We check if the 

differences in the firm-level characteristics between high- and low-risk firms are statistically significant 

by running a series of linear probability models (LPM) where the dependent variable takes the value of 

unity if the firm belongs to the most systemically risky quartile and zero if it belongs to the least 

systemically risky quartile. Differences in MES appear to be associated with a relatively small set of 

firm-level characteristics. Most vulnerable firms tend to be smaller in both financial size (market 

capitalization) and market share, tend to have more cash holdings and tangible assets, and have less 

trade debt.  In contrast, the univariate analysis identifies a larger set of characteristics that may be 

associated with firms who transmit risk to the system. High ∆CoVaR firms are larger in terms of market 

capitalization and market share, extend more trade credit while availing of less themselves, may face 

greater financial constraints. In both systemic risk measures, this analysis reveals potentially important 

cross-sectoral differences. 

 

3.3 Econometric methodology 

The most common approach, in the extant literature, to estimating the relationship between 

systemic risk and firm-level characteristics has been to use fixed effects regression methods on a panel 

of data (e.g. Iqbal, Strobl and Vahamaa, 2015; Laeven, Ratnovski and Tong, 2016; Anginer et al., 2018; 

Bostandzic and Weiß, 2018, among others). However, this approach focuses exclusively on the ‘within-

effect’ (i.e. the longitudinal relationship) and removes any ‘between-effects’. Consequently, these 

studies identify the dynamic drivers of systemic risk but are unable to identify the causes of long-term 

(or average) differences between firms.  An alternative approach, used by Calluzzo and Dong (2015), 
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is to estimate pooled OLS regressions but this approach implicitly assumes that the between- and within-

effects are the same and where this is violated, the estimated coefficients are some weighted average of 

the two and are uninterpretable. Ideally, we would like to simultaneously estimate the between- and 

within-effects of our regressors on systemic risk and, therefore, identify the factors driving long-term 

differences between firms and short-term, dynamic differences within firms. Bell and Jones (2015) 

propose the REWB regression which allows us to do this. With REWB regressions, the cross-sectional 

and longitudinal relationships between systemic risk and each risk predictor are modelled 

simultaneously by including the risk predictors twice in the regression; first as demeaned terms 

�/$� − /$�, and second, as firm-level means (of each time-varying variable), /$.  
0$� = 12 + 14�/$� − /$� + 15/$+Year� + 6789:;�0� + �9$ + <$��,  (4) 

where y represents either MES or ∆CoVaR. β1 and β2 capture the longitudinal (within-effect) and the 

cross-sectional (between-effect) effects on systemic risk, respectively. The REWB approach is very 

flexible and produces exactly the same estimate (and standard deviation) for β1 (the within-effect), while 

retaining and utilising cross-sectional information. Furthermore, it also allows us to check if the two 

effects are equal (i.e. β1 = β2) as implicitly assumed by pooled OLS. This restriction is rejected in all 

our specifications, so we adopt the REWB approach throughout our empirical analysis. 8      

 

4. Discussion of Results 

 The REWB regressions are estimated by GLS and our results are presented in Sections 4.1-4.3 

and in Tables 4-8. We begin by painting a broad picture of the characteristics that are associated with 

systemically important non-financial firms and then delve deeper to present a finer analysis of some 

key variables, either suggested by the extant literature or our own results, that require more explanation. 

 

4.1  Identifying characteristics of systemically risk firms 

We begin with an analysis of the MES systemic risk measure and seek to identify firm 

characteristics associated with vulnerability to a system-wide shock. Our results are presented in Table 

4. Firstly, we focus on the determinants of differences between firms (columns 1 and 2) and find 

statistically significant evidence that the level of debt and cash holdings impact positively on MES, i.e. 

heighten the sensitivity of firms to an economy-wide adverse shock. On the other hand, firm age, higher 

market share, profitability and liquidity reduce MES and are associated with greater resilience to a 

systemic shock. None of the other variables exhibit a statistically significant relationship with MES. 

The systemic importance of financial debt (column 2) provides supporting evidence for the IMF 

warning that corporate indebtedness represents a looming danger to the global economy. Firms who 

carry a larger debt burden are more vulnerable to a common economic shock. This is likely to be due 

                                                           

8
 Random effects estimation produces coefficients which are a complex weighted average of the within and 

between effects, which render the coefficients largely uninterpretable. 
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to a combination of increased difficulty in servicing the debt and higher rollover risk if the debt matures 

within a crisis period. The current low interest rate environment and favorable tax treatment of debt 

make debt financing an attractive vehicle for many NFCs. However, with debt levels among US 

corporates reaching record levels, this result should serve as a warning to both borrowers and lenders 

as to the potential adverse consequences that this may inflict on the financial system and the wider 

economy. None of the other debt variables – debt maturity or trade credit – have a statistically 

significant association with differences in systemic risk between firms in this specification.  

The positive relationship between MES and cash holdings may, at first, seem counter intuitive 

since higher cash reserves have traditionally been viewed as a buffer against a systemic shock. In 

contrast, however, Acharya, Davydenko and Strebulaev (2012) shows that the relationship between 

cash holdings and credit risk is consistently positive. They build a theoretical model to explain this 

phenomenon and provide empirical evidence consistent with its predictions. The model builds on the 

precautionary motive for holding cash whereby firms who are nearer to default accumulate cash in an 

effort to bolster their financial position. The probability of default may fall in the short-term but 

increases at longer-term horizons. Our result is consistent with this prediction. Firms with higher levels 

of cash are already close to (or in) financial distress and tend to be more vulnerable to a system-wide 

shock. The relationship between cash holdings and systemic risk may also be related to the type of 

negative spiral associated with funding liquidity during a crisis (see Brunnermeier and Pedersen, 2009), 

whereby the tendency of firms to accumulate cash in times of uncertainty (see Riddick and Whited, 

2009) drains vital liquidity from the system, which in turns exacerbates problems in accessing debt 

financing for corporations during crises and thus impairs the functioning of the financial system. 

The estimated negative coefficient on firm age suggests that younger firms are most vulnerable 

to a systemic shock. Typically, these firms are more reliant on intermediated debt financing and are 

thus more fragile in the face of a financial downturn. Older firms tend to have better access to alternative 

sources of finance or greater capacity to fund themselves internally. As expected, more profitable firms 

are less fragile to system-wide shocks as their ability to finance operations out of earnings act as an 

shield against the turmoil. Firms with more liquidity (higher current ratio) are likewise better insulated 

against the crisis. Finally, market share is similarly negatively related to MES, showing that the firm’s 

size relative to its industry competitors is a more important determinant of its systemic vulnerability 

than absolute size. Thus, profitability, liquidity and market share are all associated with greater 

resilience in the face of a systemic shock and firms with strong performance in these characteristics are 

likely to represent good credit risks even during a systemic event.  

Some of the statistically insignificant variables highlight noteworthy differences between NFCs 

and financial firms. For example, the insignificance of firm size is in contrast to results commonly found 

for the banking industry for which firm size is often found to be the single most important characteristic 

associated with systemic risk (see Tarashev et al., 2010; Pais and Stork, 2013, Laeven et al., 2016, and 

Anginer et al., 2018; among others). Many studies relate its importance to the market expectation that 
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financial institutions will be saved if they are deemed ‘too big to fail’. Without the expectation of 

government-backed resolution programs in the NFC sector, size doesn’t appear to offer any protection 

against system-wide shocks. Likewise, neither corporate governance nor our ownership variables 

(which may be associated with governance) are statistically significant in our between-firm regression 

specifications.9 This is an interesting difference between our results and the extant literature on financial 

firms where, for example, both Iqbal, Strobl and Vahamaa (2015) and Anginer et al. (2018) report that 

better corporate governance is associated with higher levels of systemic risk. This is often attributed to 

higher risk taking among institutions whose goals are more aligned with shareholders and can be, again, 

related to the expectation that financial firms will not be allowed to fail. Once more, it appears that the 

absence of such an expectation among NFCs results in no significant relationship between corporate 

governance and MES for industrial firms. 

There exists sizable intra-industry differences in risk exposure; firms in the consumer durables, 

energy, manufacturing and chemical sectors are most exposed to systemic risk, with the consumer 

durables sector being most vulnerable. Differences in MES between industries are large: for instance, 

the difference in MES between consumer durables and non-durables sectors firms is 2.226 or 93% of 

average MES. Our industry findings align with those of Behrens et al. (2013) which shows that 

producers of consumer durables, intermediates and capital goods in Belgium experienced much larger 

falls in exports between 2008 and 2009. In a similar vein, Engle and Wang (2011) find that trade in 

durables and other non-essential goods are more adversely affected by demand shocks. 

The within-firm estimates (columns 3 and 4) show that there are relatively few firm 

characteristics associated with changes in a firm’s MES over time. Only debt, liquidity, asset tangibility 

and product market fluidity are found to be statistically significant in these regressions. Consistent with 

results for between-firm differences, debt is positively related, and liquidity is negatively related to 

MES. Thus, over time, increasing debt and falling liquidity are associated with heightened vulnerability 

to systemic events. Product market fluidity and asset tangibility both exhibit positive association with 

MES over. This former implies that the more competition a firm faces in its product market, the more 

vulnerable it is to a systemic event. In a highly competitive market, a single firm can be relatively easily 

replaced. The positive sign on asset tangibility is at odds with the evidence on individual firm risk. At 

the firm level, higher levels of asset tangibility are usually considered to be risk reducing as physical 

assets can be liquidated if necessary or help to maintain debt capacity through the collateral they offer 

to secure loans (Kiyotaki and Moore, 1997). While this is true at the firm level, we find the opposite 

effect at the system level10, with greater levels of asset tangibility being associated with greater 

vulnerability to system risk. This is possibly due to the increased illiquidity of these asset types during 

                                                           
9 For a reduced sample for which we have information on managerial entrenchment, we also use this as a proxy 
for corporate governance. Our results are unchanged and are available from the authors upon request. 
10 Wagner (2010) has already shown, for banks, that actions which may make the individual more resilient can 
have the opposite effect on the financial system.  
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an economic downturn when firms may be forced to divest assets in periods of low demand. 

Deleveraging during a crisis results in large haircuts on asset values, producing downward price spirals 

or cascades (Shleifer and Vishny, 2011). Hence, holding tangible assets can increase systemic 

vulnerability despite reducing risk during normal time periods.   

 As well as being statistically significant, our between- and within-estimates are also 

economically significant. For instance, our between-firm analysis implies that a one standard deviation 

change in debt results in a difference in MES that ranges between 0.049 and 0.056 depending on the 

regression specification or approximately 2% of average MES. The economic significance of 

profitability, cash holdings and market share are even larger, with changes in these variables associated 

with large changes in systemic risk. Likewise, within-firm estimates produce similarly large economic 

effects. In this dimension, a one standard deviation change in debt produces movement in MES of 

between 0.09 and 0.13 (3.8% to 5.5% of average MES). The economic impact of similar changes in 

profitability, cash holdings and market share are at least as great as, and often larger than, that of debt.  

[Insert Table 4 about here] 

We next turn to an analysis of ∆CoVaR, which captures the contribution of individual firms to 

systemic risk. Table 5 reports our results. The picture of the type of firm that emerges of an important 

source of systemic risk is very different from the type of firm that is vulnerable to a systemic crisis, 

which is consistent with the evidence of Table 2 and Figure 3. Compared to our MES analysis, a greater 

number of firm-level characteristics are statistically significantly associated with the ∆CoVaR measure, 

especially when we focus on differences between firms. The contribution of industrial firms to systemic 

risk is positively related to size, both in the absolute sense (assets) and relative to competitors (market 

share). This result is in line with previous analysis of financial firms and shows that larger industrial 

firms contribute more to systemic episodes than smaller firms and is consistent with Ferris et al. (1997) 

which has shown that dominant firms are more important within an industry. This can be due to their 

individual size or the linkages they have with other parts of the system. As with MES, asset tangibility 

exerts a positive influence on ∆CoVaR. Again, this positive association shows that characteristics that 

make firms individually more resilient can have the opposite effect on the system as a whole. During a 

systemic event, physical assets are often illiquid and consequently, discounts may be suffered if assets 

need to be sold off. In the extreme case of asset fire sales, discounts are often substantial and through 

this mechanism, distressed firms appear to exacerbate market downturns by having relatively higher 

contributions to systemic crises, as well as being more vulnerable (as discussed earlier). We also find 

that dividend-paying firms are positively related to our measure of contribution to systemic risk. Though 

not contractually obliged to do so, it is generally accepted that firms are reluctant to cut dividends due 

to the adverse signal that it transmits to the investment community (Brav et al., 2005).11 Therefore, a 

                                                           
11 John et al. (2015) places cash dividend payments at the top of a payout precommitment hierarchy, ahead of 
contractual debt obligations and other forms of cash distribution to stakeholders.  
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greater number of dividend payers is likely to require a greater proportion of cash resources and thus 

reduce cash available for other system-wide activities. Furthermore, the IMF (2019) reports an 

increasing tendency for firms to fund dividend payouts by borrowing. Such dividends are unsustainable 

(without growth), implying that an economic downturn is likely to raise the systemic contribution of 

these firms. 

Interestingly, a number of factors are associated with lower levels of systemic risk. Higher 

contributors to systemic risk appear to use less debt and use less trade credit (though in subsequent 

analysis, we show that this effect is non-linear). This is in contrast to the characteristics that make a 

firm systemically vulnerable and will be analysed more deeply later (see Table 7). Firms with a dual-

class ownership structure also appear to be less systemically important. Even though, our composite 

measure of corporate governance is not statistically significant, the dual-class variable is a good proxy 

for the shareholder friendliness of a firm. The literature on financial firms shows that higher corporate 

governance is associated with greater alignment with shareholder goals, which in turn leads to more 

risk taking (Iqbal, Strobl and Vahamaa, 2015 and Anginer et al., 2018).12 The corollary is that firms 

with greater agency costs (and greater management control) contribute less to systemic risk due to 

bearing less risk and that is picked up here through our dual-class variable. These firms, typically, have 

two types of share with differential voting rights. Generally, a relatively small group of insiders enjoy 

disproportionate voting rights through their non-traded superior shares relative to ordinary shareholders 

(see Masulis et al, 2009; and Gompers et al., 2010 for more details). Thus, they are less likely to pursue 

high-risk projects to appease shareholders, reducing their impact on system-wide risk.   

Unlike Van Cauwenberge et al. (2019)’s study of Dutch firms, we find no evidence the degree 

of firm internationalisation matters for its contribution to systemic risk. Both foreign sales and our cross-

listing dummy are consistently insignificantly different from zero in all specifications. This probably 

reflects the greater size of the U.S. economy and the greater openness and reliance on international trade 

of the Dutch economy. 

 Within-firm variation in ∆CoVaR over time appears to be largely unrelated to firm-level 

characteristics. Only debt maturity and liquidity are statistically different from zero in our analysis. 

More short-term debt increases systemic risk due to the difficulty in rolling over debts in periods of 

financial turmoil.13 These difficulties appear to outweigh any benefits (during normal times) from the 

more frequent monitoring associated with short-term debt financing. As in the case of MES, higher 

firm-level liquidity reduces its systemic risk.   

 The economic significance of these results tends to be smaller than those for the MES analysis. 

Though statistically significant, the economic impact of firm size, debt and asset tangibility is relatively 

                                                           
12 Similarly, though not focussing on systemic risk, Beltratti and Stulz (2012) report that firms with better 
corporate governance fared worse during the global financial crisis.  
13 More reliance on short-term debt has been shown as an aggravating factor for individual firm-level risk during 
the 2007-08 crisis by Almeida et al. (2012) among others.  



17 

 

small. A one standard deviation change in these variables is associated with changes in ∆CoVaR of 

about 1% of its average or smaller. Only accounts payable and market share elicit economically large 

changes in ∆CoVaR with estimated impacts of about 7% and 10% of average ∆CoVaR respectively.  

 Once more, there is substantial intra-industry variation in the contribution to systemic risk. 

Now, we find that industries like manufacturing, energy and business equipment are the industries 

which contribute most to systemic downturns. Manufacturing tends to be labour intensive and negative 

shocks to this sector are likely to produce adverse effects for the real economy. The health of the Energy 

and business equipment sectors may be seen as leading indicators of the general economic health and 

negative news emanating from these industries may be forerunner to a downturn in the general 

economy.  

[Insert Table 5 about here] 

 

 4.2 Debt and systemic risk 

 Given the statistical and economic significance of debt in many of our regressions (both 

between- and within-firms across the two dimensions of systemic risk) and the importance attached by 

the IMF (2019) to the level of corporate indebtedness to the financial system, we delve deeper into the 

relationship between systemic risk and debt. Firstly, we investigate if debt specialisation / 

diversification or greater dependence on external financing on the part of the borrower impacts on our 

systemic risk measures and results are reported in Table 6. Secondly, we look for possible non-linear 

effects in debt (both financial and trade) with relation to the financial size of the firm (Table 7), i.e. we 

want to answer the question if for a given debt level, do small and large firms have the same 

vulnerability to a systemic shock or contribute equally to a systemic event?  

 Panel A of Table 6 focuses on the relationship between MES and various aspects of debt 

financing within the firm. We only report the coefficients on the debt related variables, though all of 

the control variables in the previous analysis are included as controls. As before, we estimate a series 

of REWB regressions with the between-firm effects in columns labelled 1-6 and the within-firm effects 

reported in columns 7-12. The level of debt continues to have a positive relationship with the firm’s 

MES, though it is not always statistically significant in the between-firm analysis, while debt maturity 

and accounts payable (trade credit owed) are consistently insignificant in this analysis. Focusing on the 

newly introduced variables, we find no evidence of a relationship between the measures of debt 

specialisation (or diversification) between firm vulnerability and systemic risk. Neither HHI 

(Herfindahl-Hirschman index of debt type usage) nor Excl. 90 (a dummy variable which takes a value 

of 1 if the firm obtains at least 90% of its debt from one debt type and 0 otherwise) is statistically 

different from zero, suggesting that debt diversification matters little to the type of firm affected by a 

systemic event. For between-firm differences, measures of dependence on external financing (EFD) 

and financial constraints are similarly unrelated to the vulnerability of firms to systemic shocks, but we 
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do find evidence that EFD has a positive association with MES within the firm over time. Greater 

dependence on external financing renders a firm more sensitive to a system-wide shock. Finally, we 

find that accounts receivable and net trade credit are related to between-firm differences in MES. The 

trade finance literature implies that firms can be systemically important, regardless of whether they are 

net trade lenders or borrowers. The former group act as ‘banks’ for other non-financial firms and their 

importance is due to the credit that they provide, while the latter rely on that credit and may create 

systemic problems if and when they default on this debt. The vulnerability of firms with high trade 

credit linkages is similar to the ’balance sheet contagion’ effects that is described as a shock propagation 

mechanism in Kiyotaki and Moore (2002). Both Hazama and Uesugi (2017), using an extensive 

network of Japanese firms, and Jacobsen and von Schedvin (2015) for Sweden provide empirical 

evidence of this type of default propagation through trade credit. Corporate defaults impact on trade 

creditors increasing their likelihood of default. Our results show that trade lenders are most at risk to a 

systemic shock, i.e. the more trade credit extended, the more vulnerable a firm is to a systemic event. 

This shows that it’s not just connections with the financial system that determine a firm’s systemic 

vulnerability but that, also, linkages between and among industrial firms can heighten the sensitivity to 

a systemic shock.  

 Turning to ∆CoVaR and the firm’s contribution to systemic risk, an interesting picture emerges. 

There is little evidence that the level of debt, debt maturity or debt specialisation are related to 

differences in ∆CoVaR between firms. However, many of the other measures do matter but often, not 

in the way that they might contribute to the firm’s individual risk. Dependence on external financing 

and financial constraints are negatively correlated to a firm’s impact on the system by reducing their 

financial linkages and thus insulating the financial sector from their firm-specific shocks. Trade credit 

is important but the direction of the influence depends on the firm’s interactions with the system as a 

whole. Firms that extend more trade credit, captured through accounts receivable and net trade credit, 

make a higher contribution to systemic risk, again showing that ‘lenders’ are more systemically 

important. A negative shock to such a company increases the risk of the system, acting like a non-

monetary liquidity effect. A downturn in the fortunes of such a firm makes it more difficult for others 

to operate given that trade credit may be restricted or more costly in the future. In contrast, accounts 

payable (which one would expect to be positively related to the risk of the individual company) is 

negatively related to a firm’s systemic risk contribution. This result is somewhat puzzling but it may be 

that risky firms just receive less trade credit regardless of market conditions, implying that ‘lenders’ are 

well-positioned to differentiate between ‘good’ and ‘bad’ credit risks. The nonlinear effects explored in 

Table 7 shed more light upon this relationship.  

 For ∆CoVaR and this dimension of systemic risk, the within-firm effects are quite different. 

Over time, increasing accounts payable and shorter maturity debt are associated with increases in the 

systemic contribution of a firm. Shorter debt maturity requires a more frequent rollover of the debt and 

hence increases the liquidity pressures on debt markets during a crisis. Increasing accounts payable 



19 

 

means that firms are even more connected with other firms and the threat of default on debts by these 

companies are likely to drag others into the turmoil, through the type of corporate default transmission 

described in Hazama and Uesugi (2017). 

[Insert Table 6 about here] 

 In Table 7, we analyse the interaction of debt and firm size. We divide firms into size terciles, 

with the top tercile being designated as large firms. We then create an indicator dummy variable which 

takes the value of one if the firm is large and zero otherwise. We interact this dummy variable with both 

financial and trade debt and, despite not being reported, all the control variables are included in the 

estimated regressions. Panel A of Table 7 presents results for the MES risk measure and, first, we focus 

on the between-firm estimates. As before, debt and accounts receivable are positively related to a firm’s 

systemic vulnerability, but this is lower for big firms – the coefficient on the interaction terms are 

negative but only statistically significant for financial debt. This implies that, all other things equal, 

larger firms have greater capacity to carry the debt burden are more resilient in the face of a systemic 

crisis. Even though we don’t find evidence of a direct relationship between MES and firm size, the latter 

is indirectly related to a firm’s vulnerability through its interaction with debt, particularly financial debt. 

The within-firm estimates reveal a similar pattern. However, now all of the interaction terms are 

statistically significant, implying that larger firms are less vulnerable than smaller firms with the same 

amounts of financial debt and accounts receivable but are more vulnerable with the same amount of 

accounts payable, presumably due to larger firms being more influential in the market and having more 

extensive credit linkages or at least linkages of greater magnitude across industries.  

 With respect to ∆CoVaR (Panel B), there is less compelling evidence that size matters. There 

is no new evidence garnered from the between-firm estimates, i.e. all the interaction terms are 

statistically insignificant. Within-firm estimates suggest that for equal levels of accounts receivables, 

larger firms contribute less to systemic risk. Their greater financial capacity appears to help them absorb 

the shock without transmitting it to the wider system. The opposite is true for accounts payable with the 

interaction term positive and statistically significant. Upon experiencing a tail event and for a given 

level of outstanding trade credit due to others, larger firms are more likely to generate systemic risk. 

Again this may be due to their greater linkages to other firms (both financial and industrial) and their 

influence upon the marketplace.  

[Insert Table 7 about here] 

 In summary, we find a strong relationship between our systemic risk measures and both 

financial debt and trade credit. The presence of nonlinearities in these relationships between large and 

other firms reveals a nuanced influence of debt. For a given level of debt, larger firms are more resilient 

in the face of a systemic shock but their idiosyncratic negative shocks are associated with higher 

systemic contribution. The seemingly puzzling relationship between accounts payable and ∆CoVaR 
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reported earlier can be, at least in part, attributed to the oppositely signed correlation between the two 

variables for the largest and all other NFCs.  

 

 4.3 Systemic risk over the lifecycle 

 Regression results in Table 4 showed that firm age was an important determinant of a firm’s 

MES. We want to investigate if this variable is a proxy for the firm lifecycle as it sometimes used as 

such in other studies, e.g. Faff et al. (2016) among others. Even though, firm age is not statistically 

significant in the ∆CoVaR regressions, for completeness, we also investigate if there is a significant 

lifecycle effect in this dimension of systemic risk. We use the MLDA methodology of Faff et al. (2016) 

to classify firms into a lifecycle stage (as outlined earlier) and then estimate a series of REWB 

regressions with the birth stage being the omitted reference group. Our results are reported in Table 814 

and are consistent with the fact the firm age may be a proxy for a lifecycle effect. We find strong 

evidence of a lifecycle effect for MES – both between- and within-firms – but little or nothing with 

regards to ∆CoVaR. Focusing on MES, we find that relative to the birth stage, firms in each of the later 

stages of the lifecycle spectrum are more resilient to systemic risk and exhibit an inverted U-shaped 

pattern. Vulnerability to a systemic event is greatest for birth-stage firms and this declines as the firm 

progresses along the lifecycle with the peak resilience occurring in the mature stage. Thereafter, 

vulnerability again increases in the shake-out and decline stage but remains lower than in the birth stage 

and is not statistically different from the growth stage. In other words, a systemic crisis is most likely 

to affect younger, early-stage firms and firms who have already entered into their decline stages. This 

is consistent with the extant literature which has shown that beta and tail risk peak in early-stage firms 

and fall as firms age (see Chincarini et al., 2016; and Habib and Hasan, 2017). Younger firms are 

particularly dependent on external financing and are likely to be most adversely affected by turbulence 

and frictions in debt markets, particularly in securing bank loans at affordable rates. Economic 

downturns and recessions are also difficult times to release new products on the market and are likely 

to impact more negatively on new companies whose brand may not yet be recognisable to potential 

customers.   

 Relative to MES, there is little evidence of statistically significant differences in ∆CoVaR 

across the lifecycle spectrum. However, there is a caveat. The estimated coefficient for mature stage 

firms is positive and statistically greater than for growth- and shake-out / decline- stage firms, providing 

some evidence that a large negative shock to a mature stage firm has greater negative repercussions for 

the wider economy than for these other groups. This is likely due to its greater influence and importance 

in the marketplace through its linkages to other firms. Otherwise, our results suggest that firms at all 

lifecycle stages have roughly similar association with the contribution to systemic events.  

                                                           
14 All regressors from earlier regression are included as control variables with the exception of firm size, age and 
profitability which are used in the allocation of firms to each of the lifecycle stages using MLDA.   
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5. Conclusion 

 This paper examines the systemic risk of large U.S. industrial firms and establishes that such 

firms can be of systemic importance. NFCs, through their interactions with the financial system and 

with each other, can both exhibit high vulnerability to a systemic shock and contribute to the systemic 

event through the transmission of its own shocks. This aspect of systemic risk has received relatively 

little attention in the academic literature and its role in propagating systemic events needs to be 

understood. We find that, generally, firms who are most vulnerable to a crisis are different from those 

who generate systemic risk but they share some common characteristics. As warned by IMF (2019), 

financial debt is positively associated with both dimensions of systemic risk which is of current 

importance given the record levels of corporate indebtedness and the declining credit quality of U.S. 

industrial firms. We also find evidence that trade debts – accounts receivable and payable – are related 

to systemic importance, particularly accounts receivable suggesting that providers of credit are 

relatively more crucial for the stability of the overall system. Even though, we find little evidence that 

firm size matters directly, there are sufficient nonlinear debt effects between large and other firms to 

show that size matters indirectly.  

 Firm-level characteristics associated with systemic risk are not confined to debt and the 

identification of these traits are likely to be important to financial market participants. Variables such 

as profitability, market share, liquidity and age are negatively related to systemic vulnerability. Firm 

age appears to be picking up a lifecycle effect as we find evidence that early-stage and decline-stage 

firms are more at risk from a systemic shock than growth- or mature-stage firms. A number of additional 

factors, such as firm size, a dual-class ownership structure and being a dividend payer are statistically 

significantly related to systemic contribution. Asset tangibility is an example of a factor that exerts 

differential effects at the individual and system level. Higher asset tangibility is typically found to 

reduce risk at the firm-level but we find that increases both dimensions of systemic risk, possibly due 

to the difficulty in realising their book values during a crisis episode, especially if the seller has been 

forced to divest these assets to deleverage.  

 Interestingly, characteristics that are found to be dominant in the banking literature play a 

limited or indirect effect for industrials. Bank size and corporate governance are always found to be 

strongly related to systemic risk among banks and non-bank financials and it’s often argued that their 

prevalence is due to the ‘too-big-to-fail’ theory whereby markets expect large financials not to be 

allowed to fail in the interests of market stability. Without an equivalent expectation for the NFC sector, 

size and corporate governance appear to be less important.  

 So, what can be done to protect the financial system and wider economy from the systemic risk 

of industrial firms? Firstly, banks and investors need to be cognisant of this threat and the associated 

firm-level characteristics and must manage their exposures appropriately. Governments, regulators and 

policymakers can also take measures to build resilience in the system. Governments could remove or 

phase out the tax shield that debt financing currently enjoys, to eliminate the bias towards debt 
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financing. However, the development of further policy in this area would require further analysis. The 

temptation to regulate industrials and their debt market activities may not be advisable as it may drive 

borrowing into a shadow-banking sector or into the hands of private lenders whose own resilience to a 

systemic shock is largely unknown and likely to aggravate market uncertainty during a downturn.  
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Table 1: Variable description and summary statistics 

Variable Description    Standard deviation Coverage Source(s) 

Mean Min Max Total B-SD W-SD 

MES Systemic risk vulnerability of firm 2.40 (0.68) 9.21 1.90 0.84 1.72 2005-2011 Datastream, Worldscope and 
author calculations ∆CoVar  Systemic risk contribution of firm 1.26 (0.45) 4.42 0.71 0.22 0.67 2005-2011 

Corporate governance Corporate governance scores in 0-100 range 0.69 0.27 0.90 0.08 0.07 0.04 2004-2008 Aggarwal et al. (2011) 

Dual-class firm 1 if the firm is a dual-class share firm 0.09 0.00 1.00 0.29 0.29 0.00 2004-2010 Gompers et al. (2010) 

Family firm  1 if the firm is a family firm 0.19 0.00 1.00 0.39 0.39 0.06 2004-2010 Anderson et al. (2009, 2012) 

Size Log of book assets in billions of $US 20.18 0.001 797.8 50.98 50.06 7.99 2004-2010 Worldscope 

Cross-listing 1 if the firm is cross-listed abroad 0.16 0.00 1.00 0.37 0.37 0.05 2004-2010 Sarkissian and Schill (2009) 

Foreign sales Non-U.S. sales as a % of total sales 0.34 0.00 1.00 0.26 0.26 0.05 2004-2010 Bloomberg 

Debt Total debt to market capitalization 0.30 0.00 2.86 0.42 0.35 0.24 2004-2010 Worldscope 

Debt maturity Long-term debt to total debt 0.77 0.00 1.00 0.31 0.24 0.20 2004-2010 Worldscope 

HHI Herfindahl-Hirschman index of debt type usage 0.69 0.15 1.00 0.25 0.21 0.15 2004-2009 Colla et al. (2013) 

Excl. 90 1 if the firm obtains at least 90% of its debt 
from one debt type 

0.43 0.00 1.00 0.50 0.39 0.32 2004-2009 Colla et al. (2013) 

Accounts payable Accounts payable to assets 0.09 0.00 0.43 0.08 0.08 0.02 2004-2010 Worldscope 

Accounts receivable Accounts receivable to assets 0.13 0.00 0.45 0.09 0.08 0.03 2004-2010 Worldscope 

Net trade credit Accounts receivables less payables to assets 0.04 (0.43) 0.43 0.10 0.09 0.03 2004-2010 Worldscope 

Age of firm Year less the minimum of listing year and 
firms’ initial listing on CRSP plus 1 

35.52 2.00 120.0 23.14 23.13 1.99 2004-2010 Jovanovic and Rousseau  (2001) 
and  Loughran and Ritter (2004) 

Asset tangibility Gross property, plant and equipment to assets 0.27 0.01 0.88 0.22 0.21 0.04 2004-2010 Worldscope 

R&D expense R&D expense to assets 0.03 0.00 0.34 0.05 0.04 0.01 2004-2010 Worldscope 

Market share Firm sales to total industry sales 0.03 0.00 0.52 0.05 0.05 0.01 2004-2010 Worldscope 

Product market fluidity Proxy for product market competition 6.31 0.41 21.04 3.42 2.99 1.64 2004-2010 Hoberg et al. (2014) 

Dividend payer 1 if the firm pays a dividend, 0 otherwise 0.70 0.00 1.00 0.46 0.43 0.17 2004-2010 Worldscope 

Cash holdings Cash to assets 0.13 0.00 5.85 0.21 0.16 0.13 2004-2010 Worldscope 

Profitability Operating income less depreciation to assets 0.09 (0.26) 0.45 0.11 0.09 0.06 2004-2010 Worldscope 

Profit volatility 5-year centered standard deviation of 
profitability 

0.05 0.00 0.73 0.09 0.08 0.05 2004-2010 Worldscope 

Liquidity Current assets to current liabilities 3.58 0.04 17.04 2.23 1.97 1.06 2004-2010 Worldscope 

Growth opportunities Market to book of assets 3.65 (11.77) 26.42 4.01 2.47 3.16 2004-2010 Worldscope 

Lifecycle indicator Life-cycle indicator based on MLDA 2.92 1.00 4.00 0.88 0.55 0.70 2004-2010 Worldscope 

External financing 
dependence 

Capital expenditures less cash flow from 
operations divided by capital expenditures 

(2.78) (10.82) (6.86) 3.38 2.99 1.69 2004-2010 Worldscope 

Financing constraints Calculated as [-0.737*log(total assets)] + 
[0.043*log (total assets)2]-(0.040*Age) 

(2.67) (4.74) 7.05 1.21 1.25 0.20 2004-2010 Worldscope 

Industry dummies Industry dummies based on Fama-French 
industry groupings 

n.m n.m n.m n.m n.m n.m 2004-2010 Worldscope, Ken French website 
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Table 2 

This table lists the top ten riskiest and least risky firms based on average MES and average ∆Covar. 

MES: Top 10 ∆Covar: Top 10 

Company Industry MES/∆Covar 
Rank 

Company Industry ∆Covar/MES 
Rank 

OfficeMax Retail 1/180 Anadarko Petroleum Energy 1/85 

AK Steel Manufacturing 2/116 E I du Pont de Nemours Chemicals 2/157 

National Oilwell Varco Energy 3/11 Sigma-Aldrich Chemicals 3/207 

Sprint Nextel Retail 4/345 Williams Companies  Energy 4/66 

Cliffs Natural Resources Other 5/72 Automatic Data Processing Buss Equip 5/293 

Office Depot Retail 6/259 Illinois Tool Works Manufacturing 6/196 

Terex Manufacturing 7/73 Air Products & Chemicals  Chemicals 7/191 

United States Steel Manufacturing 8/118 Northrop Grumman Manufacturing 8/266 

Manitowoc Manufacturing 9/85 United Technologies Manufacturing 9/230 

Brunswick Manufacturing 10/209 National Oilwell Varco Energy 10/3 

MES: Bottom 10 ∆Covar: Bottom 10 

Company Industry MES/∆Covar 
Rank 

Company Industry ∆Covar/MES 
Rank 

Perrigo Healthcare 358/320 F5 Networks  Buss Equip 358/204 

ConAgra Foods  Nondurables 359/354 pricelinecom  Other 359/173 

Johnson & Johnson Retail 360/152 Amazoncom  Retail 360/222 

Kellogg Company Nondurables 361/185 Lennar Other 361/193 

Hormel Foods Nondurables 362/200 Dollar Tree  Retail 362/351 

Campbell Soup Nondurables 363/139 Newmont Mining  Other 363/328 

The Clorox Company Chemicals 364/328 Expedia Other 364/15 

Colgate-Palmolive Chemicals 365/272 The Interpublic Group Other 365/71 

Kimberly-Clark Manufacturing 366/181 RadioShack Retail 366/172 

General Mills Nondurables 367/351 Netflix Other 367/255 
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Table 3: Univariate comparisons 

This tables compares the average firm in the top (most risky) and bottom (least risky) systemic risk quartiles. The number 
of firm-years across quartiles is not uniform because of clustering at zero for MES. Systemic risk is measured using 

marginal expected shortfall (MES) and ∆CoVar.. All other variables are defined in Table 1. The column labeled “LPM 
coefficients”  presents coefficients from a linear probability model where the dependent variable is 1 if firm belongs in the 
top risk quartile, and 0 if it belongs in the bottom quartile. ***, **, and * denotes statistical significance at the 1, 5, and 
10% levels, respectively.    

 Systemic risk measure 

MES ∆CoVaR 

Firms in 
highest 

risk 
quartile 

Firms in 
lowest 

risk 
quartile 

LPM 
coefficients 

Firms in 
highest 

risk 
quartile 

Firms in 
lowest 

risk 
quartile 

LPM 
coefficients 

# of firm-year observations in each quartile → 454 1,174  629 629  

Systemic risk Systemic risk 5.03 0.73 2.23 0.48 

Size Size (US $ billions) 14.44 21.11 0.039* 23.82 14.81 0.036*** 

Corporate 
governance 

Corporate governance 0.70 0.68 (0.005) 0.72 0.68 0.080 

Dual-class share firm 0.08 0.09 0.016 0.07 0.10 (0.019) 

Family firm 0.16 0.19 (0.010) 0.18 0.21 0.028* 

Financial leverage 
and trade finance 

Debt 0.45 0.22 (0.054) 0.25 0.26 (0.012) 

Debt maturity 0.83 0.76 (0.000) 0.77 0.76 (0.005) 

Debt specialization 0.69 0.69 0.005 0.68 0.70 0.057 

Accounts payable 0.09 0.09 (0.282)* 0.08 0.09 (0.189)* 

Accounts receivable 0.13 0.13 (0.010) 0.13 0.12 0.379*** 

Internationalization Cross-list 0.11 0.19 (0.034)* 0.18 0.14 (0.003) 

Foreign sales 0.35 0.30 0.031 0.36 0.32 (0.013) 

Lifecycle: proportion 
of observations in top  
and bottom risk 
quartile for each 
lifecycle stage 

Introduction-stage 0.54 0.28 Reference 0.23 0.28 Reference 

Growth-stage 0.25 0.33 0.021 0.26 0.26 (0.040)* 

Mature-stage 0.18 0.26 (0.022) 0.29 0.21 (0.035) 

Shake-out/decline-
stage 

0.28 0.28 0.009 0.19 0.29 (0.036) 

Age Age of firm 36.73 36.56 (0.008) 37.76 32.66 0.014 

Research and development 0.03 0.03 0.402** 0.03 0.03 (0.056) 

Asset tangibility Asset tangibility 0.34 0.26 0.044 0.29 0.25 0.136*** 

Industry and product 
market competition 

Market share 0.02 0.03 (0.497)* 0.03 0.02 (0.392)** 

Product market 
fluidity 

6.32 6.26 (0.002) 6.30 6.69 (0.002) 

Dividend policy Dividend payer 0.67 0.70 (0.020) 0.76 0.64 (0.000) 

Liquidity Cash holdings 0.21 0.09 0.130* 0.13 0.16 (0.101) 

CA/CL 3.28 3.47 0.002 3.51 3.65 0.004 

Profitability and 
growth opportunities 

Profitability 0.05 0.11 (0.025) 0.11 0.09 (0.092) 

Profit volatility 0.07 0.05 (0.226) 0.05 0.05 0.082 

Growth opportunities 3.03 4.05 0.002 3.82 3.99 (0.002) 

External financing 
dependence and 
financing constraints 

EFD (1.30) (3.18) (0.003) (2.70) (2.92) (0.004) 

Financing constraints 5.53 5.50 (0.048) 5.69 5.45 0.033* 

Industry sectors: 
proportion of 
observations in top  
and bottom risk 
quartile for each 
industry sector  

Consumer non-
durables 

0.16 0.28 Reference 0.20 0.27 Reference 

Consumer durables 0.39 0.29 0.122 0.36 0.21 0.225*** 

Manufacturing 0.41 0.29 0.018 0.30 0.22 0.076*** 

Energy 0.45 0.28 (0.007) 0.35 0.14 0.085*** 

Chemicals  0.15 0.27 0.012 0.31 0.24 0.054 

Business Equipment 0.23 0.29 (0.050)* 0.25 0.24 0.095*** 

Telecom   0.16 0.29 (0.005) 0.20 0.20 0.080* 

Retail  0.15 0.28 (0.011) 0.18 0.32 0.025 

Healthcare  0.04 0.29 (0.115)** 0.21 0.30 0.002 

Other 0.37 0.29 0.017 0.27 0.25 0.067** 
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Table 4: MES and firm fundamentals 

This table reports coefficient estimates from a series random effects within between (REWB) regressions with robust standard 
errors. The dependent variable is marginal expected shortfall. The sample includes publicly traded non-financial S&P500 
firms over the period 2004-2011. We define all variables in Table 1. With the exception of firm age, we lag by one year all 
independent variables. ***, **, and * denotes statistical significance at the 1, 5, and 10% levels, respectively.    

 Between effects Within effects 

 1 2 3 4 

Firm size 0.019 
(0.33) 

0.052 
(0.87) 

-0.045 
(0.31) 

0.166 
(0.73) 

Dual-class share firm -0.104 
(0.86) 

-0.181 
(1.20) 

  

Family firm 0.034 
(0.43) 

-0.016 
(0.19) 

-0.113 
(0.26) 

-0.153 
(0.31) 

Cross-listing -0.068 
(0.71) 

-0.000 
(0.00) 

-0.047 
(0.10) 

-0.125 
(0.37) 

Debt 0.254 
(1.31) 

0.316* 
(1.77) 

0.563*** 
(3.47) 

0.700*** 
(3.70) 

Debt maturity 0.029 
(0.22) 

0.005 
(0.04) 

-0.044 
(0.43) 

0.162 
(1.03) 

Accounts payable -0.710 
(1.17) 

-0.734 
(1.36) 

0.301 
(0.25) 

-2.818 
(1.39) 

Firm age -0.101* 
(1.67) 

-0.208** 
(2.43) 

0.492 
(1.22) 

1.011 
(1.09) 

Asset tangibility 0.144 
(0.55) 

0.122 
(0.40) 

2.238** 
(2.45) 

1.466 
(1.24) 

R&D expense 0.125 
(0.13) 

0.251 
(0.22) 

-1.219 
(0.88) 

-1.920 
(0.80) 

Market share -3.931*** 
(3.45) 

-4.970*** 
(2.94) 

-0.193 
(0.07) 

0.819 
(0.19) 

Cash holdings 1.171** 
(2.41) 

0.764* 
(1.89) 

0.106 
(0.48) 

0.258 
(0.90) 

Dividend payer -0.123 
(1.31) 

-0.123 
(1.20) 

0.020 
(0.15) 

0.134 
(0.74) 

Profitability -1.525*** 
(2.98) 

-1.120* 
(1.95) 

-0.379 
(1.16) 

1.009 
(1.24) 

Profit volatility -0.151 
(0.17) 

-0.321 
(0.39) 

-0.045 
(0.08) 

0.112 
(0.16) 

Liquidity 
 

-0.020 
(0.84) 

-0.039* 
(1.71) 

-0.031 
(1.46) 

-0.064** 
(2.25) 

Growth opportunities -0.010 
(0.73) 

-0.016 
(1.08) 

0.007 
(1.03) 

0.007 
(0.71) 

Product market fluidity  
 

-0.006 
(0.34) 

 0.047** 
(2.43) 

Foreign sales  
 

0.238 
(1.26) 

 0.811 
(1.47) 

Corporate governance  
 

0.063 
(0.10) 

 -1.017 
(1.28) 

Time dummies Included Included Included Included 
Observations 2,522 1,306 2,522 1,311 
R-squared (between/within) 0.526 0.668 0.824 0.830 

Average industry between-effects from regressions 1 and 2 

Consumer durables Manufacturing Energy Chemicals Business Equipment 

2.275*** 
(4.46) 

0.843*** 
(4.87) 

1.030*** 
(4.58) 

0.358* 
(1.88) 

0.226 
(1.38) 

Telecom Retail Healthcare Other  

0.610** 
(2.10) 

0.047 
(0.26) 

-0.194 
(1.07) 

0.733*** 
(4.23) 
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Table 5: ∆CoVaR and firm fundamentals 

This table reports coefficient estimates from a series random effects within between (REWB) regressions with robust standard 

errors. The dependent variable is ∆CoVaR. The sample includes publicly traded non-financial S&P500 firms over the period 
2004-2011. We define all variables in Table 1. With the exception of firm age, we lag by one year all independent variables. 
***, **, and * denotes statistical significance at the 1, 5, and 10% levels, respectively.    

 Between effects Within effects 

 1 2 3 4 

Firm size 0.038*** 
(3.13) 

0.058*** 
(2.61) 

0.024 
(0.70) 

0.009 
(0.14) 

Dual-class share firm -0.097*** 
(2.67) 

-0.110** 
(2.11) 

  

Family firm 0.036 
(1.26) 

0.034 
(0.87) 

0.046 
(0.63) 

0.207 
(1.51) 

Cross-listing -0.025 
(0.85) 

-0.024 
(0.67) 

0.059 
(0.33) 

0.164 
(0.87) 

Debt -0.057* 
(1.82) 

-0.009 
(0.20) 

0.013 
(0.28) 

-0.010 
(0.20) 

Debt maturity 0.027 
(0.63) 

-0.011 
(0.16) 

-0.072* 
(1.73) 

-0.038 
(0.57) 

Accounts payable -0.506*** 
(2.81) 

-0.400 
(1.57) 

0.372 
(0.80) 

0.660 
(0.89) 

Firm age 0.024 
(1.31) 

-0.027 
(0.88) 

-0.133 
(1.63) 

0.231 
(1.14) 

Asset tangibility 0.182** 
(2.49) 

0.155 
(1.47) 

0.064 
(0.32) 

-0.004 
(0.01) 

R&D expense -0.436 
(1.60) 

0.202 
(0.43) 

0.085 
(0.12) 

-0.890 
(0.65) 

Market share 0.473* 
(1.70) 

0.281 
(0.46) 

0.604 
(0.63) 

1.972 
(0.96) 

Cash holdings -0.091 
(1.24) 

-0.149 
(1.42) 

-0.014 
(0.24) 

-0.032 
(0.41) 

Dividend payer 0.065** 
(2.21) 

0.070 
(1.52) 

-0.064 
(1.29) 

-0.114 
(1.42) 

Profitability 0.064 
(0.52) 

-0.098 
(0.57) 

0.211 
(1.55) 

0.202 
(0.88) 

Profit volatility -0.060 
(0.44) 

0.148 
(0.57) 

0.004 
(0.03) 

-0.079 
(0.20) 

Liquidity 0.008 
(1.06) 

-0.008 
(0.67) 

0.011 
(1.29) 

0.026** 
(2.40) 

Growth opportunities -0.001 
(0.20) 

-0.002 
(0.41) 

-0.001 
(0.44) 

-0.002 
(0.68) 

Product market fluidity  -0.009 
(1.25) 

 -0.007 
(0.78) 

Foreign sales  -0.036 
(0.50) 

 -0.178 
(0.74) 

Corporate governance  
 

0.072 
(0.30) 

 -0.192 
(0.59) 

Time dummies Included Included Included Included 
Observations 2,522 1,306 2,522 1,306 
R-squared (between/within) 0.422 0.445 0.713 0.723 

Average industry between-effects from regressions 1 and 2 

Consumer durables Manufacturing Energy Chemicals Business Equipment 

0.078 
(0.55) 

0.174*** 
(3.66) 

0.223*** 
(3.54) 

0.118 
(1.54) 

0.167*** 
(3.14) 

Telecom Retail Healthcare Other  

0.014 
(0.60) 

-0.001 
(0.12) 

0.041 
(0.53) 

0.111** 
(1.99) 
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Table 6: The relationship between systemic risk and each of debt specialization, external financing dependence, financing constraints, and trade credit 

This table reports coefficient estimates from a series random effects within between (REWB) regressions with robust standard errors. Systemic risk is marginal expected shortfall (MES) 

and ∆CoVar. We define each variable in Table 1. We exclude firm size and firm age in regressions, which include financing constraints. The sample includes publicly traded non-financial 
S&P500 firms over the period 2004-2011. ***, **, * denotes statistical significance at the 1, 5, and 10% level, respectively.               

 Dependent variable is MES 

 Between effects Within effects 

 1 2 3 4 5 6 7 8 9 10 11 12 

HHI 0.057 
(0.32) 

     0.168 
(0.94) 

     

Excl. 90  0.144 
(1.48) 

     0.036 
(0.46) 

    

EFD   0.006 
(0.37) 

     
 

0.032** 
(2.45) 

   

Financing constraints 
 

   -0.000 
(0.00) 

     0.198 
(0.87) 

  

Accounts receivable  
 

   1.522*** 
(3.22) 

     0.269 
(0.32) 

 

Net trade credit  
 

    1.347*** 
(3.19) 

     0.186 
(0.26) 

Debt 0.381** 
(2.41) 

0.414*** 
(2.60) 

0.283 
(1.55) 

0.201 
(1.29) 

0.264 
(1.38) 

0.257 
(1.39) 

0.869*** 
(4.51) 

0.867*** 
(4.52) 

0.582*** 
(3.84) 

0.543*** 
(3.22) 

0.562*** 
(3.47) 

0.550*** 
(3.39) 

Debt maturity 0.081 
(0.44) 

0.065 
(0.36) 

0.018 
(0.14) 

0.090 
(0.67) 

0.070 
(0.50) 

0.074 
(0.58) 

-0.042 
(0.30) 

-0.039 
(0.28) 

-0.038 
(0.37) 

-0.027 
(0.24) 

-0.046 
(0.44) 

-0.043 
(0.41) 

Accounts payable 
 

0.119 
(0.21) 

0.104 
(0.18) 

-0.594 
(1.04) 

-0.434 
(0.77) 

-1.125* 
(1.80) 

 -1.689 
(0.86) 

-1.629 
(0.82) 

-1.062 
(0.83) 

-1.513 
(0.93) 

0.176 
(0.15) 

 

Industry and time dummies Included Included Included Included Included Included Included Included Included Included Included Included 
Firm controls Included Included Included Included Included Included Included Included Included Included Included Included 
Observations 1,328 1,328 2,522 2,241 2,522 2,522 1,328 1,328 2,522 2,241 2,522 2,522 
R-squared (bet/within) 0.684 0.687 0.538 0.521 0.538 0.527 0.847 0.847 0.826 0.828 0.824 0.824 

 Dependent variable is ∆CoVaR 

 Between effects Within effects 

 1 2 3 4 5 6 7 8 9 10 11 12 

HHI -0.064 
(0.97) 

     -0.038 
(0.55) 

     

Excl. 90  
 

-0.037 
(1.15) 

     -0.008 
(0.27) 

    

EFD  
 

 -0.011** 
(1.97) 

     -0.006 
(1.02) 
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Table 6: The relationship between systemic risk and each of debt specialization, external financing dependence, financing constraints, and trade credit 

This table reports coefficient estimates from a series random effects within between (REWB) regressions with robust standard errors. Systemic risk is marginal expected shortfall (MES) 

and ∆CoVar. We define each variable in Table 1. We exclude firm size and firm age in regressions, which include financing constraints. The sample includes publicly traded non-financial 
S&P500 firms over the period 2004-2011. ***, **, * denotes statistical significance at the 1, 5, and 10% level, respectively.               

Financing constraints  
 

  -0.035*** 
(2.64) 

     -0.063 
(0.97) 

  

Accounts receivable  
 

   0.603*** 
(3.68) 

     0.074 
(0.22) 

 

Net trade credit  
 

    0.563*** 
(4.22) 

     -0.065 
(0.20) 

Debt 0.019 
(0.41) 

0.021 
(0.48) 

-0.055* 
(1.74) 

-0.059* 
(1.81) 

-0.057* 
(1.82) 

-0.059* 
(1.92) 

-0.026 
(0.53) 

-0.026 
(0.53) 

0.018 
(0.38) 

0.025 
(0.50) 

0.013 
(0.28) 

0.011 
(0.25) 

Debt maturity 0.021 
(0.28) 

0.017 
(0.21) 

0.024 
(0.56) 

-0.001 
(0.01) 

0.027 
(0.63) 

0.029 
(0.66) 

-0.098 
(1.46) 

-0.101 
(1.50) 

-0.077* 
(1.85) 

-0.078* 
(1.84) 

-0.072* 
(1.73) 

-0.068 
(1.64) 

Accounts payable 
 

-0.401* 
(1.65) 

-0.391 
(1.60) 

-0.510*** 
(2.89) 

-0.326* 
(1.79) 

-0.506*** 
(2.81) 

 1.524** 
(2.46) 

1.493** 
(2.42) 

0.849** 
(2.12) 

0.946** 
(2.09) 

0.372 
(0.80) 

 

Industry and time dummies Included Included Included Included Included Included Included Included Included Included Included Included 
Firm controls Included Included Included Included Included Included Included Included Included Included Included Included 
Observations 1,328 1,328 2,522 2,241 2,522 2,522 1,328 1,328 2,522 2,241 2,522 2,522 
R-squared (bet/within) 0.514 0.462 0.434 0.401 0.422 0.421 0.702 0.462 0.714 0.713 0.713 0.713 

 

 

 

 

 

 



 

 

Table 7: Interacting each of debt, accounts receivable, and accounts payable with large firm indicator 

This table reports coefficient estimates from a series random effects within between (REWB) regressions with robust standard 

errors. Systemic risk is marginal expected shortfall (MES) and ∆CoVar. We define each variable in Table 1. Large firm is an 
indicator variable which is 1 if the firm size ranks in the top tercile of the size distribution. The sample includes publicly 
traded non-financial S&P500 firms over the period 2004-2011. ***, **, * denotes statistical significance at the 1, 5, and 10% 
level, respectively.               

 Dependent variable is MES 

 Between effects Within effects 

Large firm indicator 0.138 
(0.80) 

0.294 
(1.25) 

Debt 0.547*** 
(3.79) 

0.662*** 
(3.96) 

Accounts receivable 1.722*** 
(3.19) 

0.719 
(0.81) 

Accounts payable -0.771 
(1.25) 

-0.229 
(0.20) 

Debt * large firm indicator -0.410* 
(1.85) 

-0.532** 
(2.02) 

Accounts receivable * large firm indicator -1.144 
(1.12) 

-3.656** 
(2.40) 

Accounts payable * large firm indicator 0.030 
(0.03) 

3.276** 
(2.53) 

Time dummies Yes Yes 
Industry dummies Yes No 
Controls Yes Yes 
Observations 2,522 2,522 
R-squared (within/between) 0.576 0.826 

 Dependent variable is ∆CoVaR 

 Between effects Within effects 

Large firm indicator 0.069 
(1.30) 

0.068 
(0.78) 

Debt -0.026 
(0.59) 

0.004 
(0.09) 

Accounts receivable 0.538*** 
(3.24) 

0.198 
(0.58) 

Accounts payable -0.538*** 
(2.81) 

0.270 
(0.60) 

Debt * large firm indicator 0.009 
(0.13) 

0.014 
(0.23) 

Accounts receivable * large firm indicator -0.100 
(0.32) 

-1.319** 
(2.31) 

Accounts payable * large firm indicator 0.149 
(0.46) 

1.424*** 
(3.11) 

Time dummies Included Included 
Industry dummies Included Excluded 
Firm controls Included Included 
Observations 2,522 2,522 
R-squared (within/between) 0.409 0.714 
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Table 8: The influence of lifecycle on MES and ∆CoVaR 

This table reports coefficient estimates from a series of firm fixed effects (within effects) and between regressions. 

Systemic risk is marginal expected shortfall (MES) and ∆CoVar. The sample includes publicly traded non-financial 
S&P500 firms over the period 2004-2011. We report estimated coefficients for lifecycle stage only. ***, **, * denotes 
statistical significance at the 1, 5, and 10% level, respectively 

 Dependent variable is MES Dependent variable is ∆CoVaR 

 Between effects Within effects Between effects Within effects 

 1 2 3 4 

Growth-stage -0.454** 
(1.98) 

-0.269** 
(2.22) 

-0.041 
(0.58) 

0.043 
(0.91) 

Mature-stage -0.968*** 
(4.80) 

-0.349*** 
(2.82) 

0.081 
(1.30) 

0.041 
(0.83) 

Shake-out/decline-stage -0.578*** 
(2.68) 

-0.209* 
(1.77) 

-0.086 
(1.27) 

0.012 
(0.27) 

Industry dummies Included Included 
Time dummies Included Included 
Firm controls Included Included 

Observations 2,529 2,529 

R-squared (between/within) 0.571 0.825 0.411  

 Tests for differences across lifecycle stages 

Growth-stage vs. mature-stage ***  **  
Growth-stage vs. shake-out/decline      
Mature-stage vs. shake-out/decline  *** *** ***  

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 1: Systemic risk over time and by industry sector  

  

  

  

 
 

  



 

 

Figure 2: The relationship between ∆CoVaR and MES  

 
 

 

 

 

 

 


