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This paper presents a dynamic model of endogenous coalition formation in cooperative games
with transferable utility. The players are boundedly rational. At each time step, a player decides
which of the existing coalitions to join, and demands a payo�. These decisions are determined by
a (non{cooperative) best{reply rule, given the coalition structure and allocation in the previous
period. We show that absorbing states of the process exist if the game is essential. Further, if

the players are allowed to experiment with myopically suboptimal strategies whenever there are
potential gains from trade, an isomorphism between the set of absorbing states of the process

and the set of core allocations can be established, and the process converges to one of these

states with probability one whenever the core is non{empty. This result holds independently

of the form of the characteristic function.
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1 Introduction

Most equilibrium concepts in games, both cooperative and non{cooperative, are
static by de�nition. For example, the core of a cooperative game is the set of
feasible allocations that cannot be blocked by any coalition of players. This

implies that core allocations are stable in the sense that, once a core allocation
is achieved, no subset of players can gain by deviating from it. However, these

equilibrium concepts abstract from any (possibly) underlying bargaining process,

and disregard the di�culties that arise from coordination problems on the part

of the players. Thus, the theory fails to explain how the players arrive at a core

allocation, or at equilibrium in general. In particular, the theory of cooperative

games entirely ignores the issue of coalition formation. In order to reach a certain

�Correspondence to: Tone Dieckmann, Department of Economics, N.U.I. Maynooth,
Maynooth, Co. Kildare, Ireland; e-mail: Tone.Dieckmann@may.ie.
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allocation (core or otherwise), some kind of bargaining or coordination among

the players is expedient. Once we presuppose the existence of such a bargaining

process, we are able to analyse questions like: How do coalitions form? How do

coalition structures change over time? Which of the possible coalition structures

will the players eventually arrive at, and what will be the resulting allocation?

Dynamic learning models provide a framework for analysing these questions.

These models are based on the assumption that players are only boundedly ratio-

nal, and follow simple adaptation rules which are based on myopic optimization.

While dynamic learning models have been widely applied to non{cooperative

games, relatively little research in this �eld has been done with respect to co-

operative games. Despite the fact that there have been several experimental

studies on coalition formation (e.g. Sauermann (1978), Rapoport, Kahan, Funk,

Horowitz (1979)), there are only very few theoretical papers dealing with the

problem of coalition formation in a dynamic context. Here, the work by Shenoy

(1979,1980), Packel (1981), and Agastya (1997) deserves mentioning.

The following paper provides a dynamic model of endogenous coalition forma-

tion. At each time step, a player decides which of the existing coalitions to join,

and demands a payo�. A player will join (or quit) a coalition if and only if he

believes it is in his own best interest to do so. Therefore, these decisions are
1determined by a (non-cooperative) best{reply rule: A player switches coalitions

only if his expected payo� in the new coalition exceeds his current payo�, and

he demands the most he can get conditional on feasibility. More precisely, the

player observes the prevailing coalition structure and the demands of the other

players. Expectations are adaptive in the sense that each player expects the

present coalition structure and demand to prevail in the next period. The player

then chooses the coalition in which he can demand the highest possible payo�,

given the demands of the other members of that coalition, and subject to feasi-

bility. As time goes to in�nity, the process generated by all players' adopting the

best{reply rule converges to an absorbing state (or set of states). Under the pure

best{reply process, absorbing states do not necessarily involve core allocations.

However, if we allow the players to experiment, i. e. deviate from the best{reply

rule with a small probability whenever there exists a potentially better outcome,

all absorbing states will be identi�ed with core allocations.

A model of non{cooperative coalition formation which is similar in spirit is pre-

sented by Perry and Reny (1994). Building on a model by Kalai, Postlewaite and

Roberts (1978), Perry and Reny use a continous time model where at each point

in time a player can make a proposal consisting of a coalition to which the player

would like to belong and a payo� allocation for the members of that coalition. If

the proposal is accepted by the members of the coalition, these players drop out

of the game and the remaining players continue bargaining. In e�ect, Perry and

1This setup is similar to models of dynamic learning in non{cooperative games with local
interaction and player mobility, e. g. Dieckmann (1997).
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Reny associate with every cooperative game with transferable utility a noncoop-

erative sequential game and show that the stationary subgame perfect equilibria

of this game conincide with the core allocations of the cooperative game, thus pro-

viding a noncooperative motivation for core allocations. While Perry and Reny

consider a one{shot game, we model a dynamic process of repeated bargaining,

and our solution concept is dynamic rather than static.

The article most closely related to this work is Agastya (1997). Agastya presents

a dynamic model of social learning where, in each period, each player observes

a random sample of demand vectors drawn from a �nite history, and adjusts his

demand according to a best{reply rule. This rule di�ers from the one used in

the present paper in that players maximize their expected payo�s, conditional

on the probability that their demand is compatible with a feasible allocation.

Agastya assumes that, whenever there exists any subset of players for which a

given demand vector is feasible, its members receive their respective demands

with probability one. The process of coalition formation is not explicitly mod-

eled. Under the rather restrictive assumption that the characteristic function is

convex, Agastya derives an isomorphism between the set of absorbing states of

the learning process and the core of the game. Our model departs from Agastya

in the explicit modeling of endogenous coalition formation: Each player's strategy

consists of the choice of a coalition as well as his demand. Further, the assumption

of convexity with respect to the characteristic function is not needed.

A model of endogenous coalition formation in a dynamic context is provided by

Packel (1981). He de�nes a Markov process on the set of outcomes, i. e. payo�

allocations. Given the individual preferences over all outcomes, the transition

probability from state x to state y is proportional to the number of minimal

coalitions that prefer y to x. The core is then de�ned by the union of the absorbing

states of the process. The stochastic solution of the process is the probability

distribution obtained by letting time go to in�nity. It follows that, whenever the

core in non{empty, the stochastic solution places probability one on the set of core

allocations. Moreover, Packel shows that, if the strong core (i. e. the singleton

set of undominated outcomes that can be reached from every other outcome with

positive probability) is non{empty, the stochastic solution places probability one

on that state.

The main di�erence between Packel's model and our own is that Packel abstracts

from behaviour rules on the individual level, while we explicitly model a bar-

gaining process by which coalitions form. Thus, our model combines Agastya's

approach of modeling individual bargaining with Packel's approach to model en-

dogenous coalition formation.
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2 The Model

Let N = f1; : : : ; ng denote the set of players. Any subset S � N is called a
Ncoalition. The set of all nonempty coalitions 2 n f;g is denoted by N . A game

in characteristic function form with transferable utility (or for short a TU{game)

is de�ned by a mapping v : N ! R, the characteristic function. This function v

associates with any nonempty coalition the maximal total payo� for that coalition.

Note that the payo� for a coalition does not depend on the behaviour of other

coalitions. A vector of payo�s x = (x ; : : : ; x ), one for each player, is called an1 n P
allocation. An allocation is feasible for coalition S if x � v(S).ii2S

Usually, cooperative game theory makes several assumptions on the characteristic

function, the most often employed are superadditivity and convexity of v. A

characteristic function is superadditive if for any two disjoint coalitions S and T

the following relation holds: v(S) + v(T ) � v(S [ T ), i. e. if the members of S

and T unite, they can do at least as well as by remaining separate. Convexity,

an even stronger assumption, is de�ned as follows: A characteristic function is

convex if for any two coalitions S and T : v(S) + v(T ) � v(S [ T ) + v(S \ T ).
P

If the cooperative game is superadditive, an allocation is called feasible, if xii2N

� v(N), and it is e�cient if equality holds. Assume that an allocation x has been

proposed. If a group of players can form a coalition which can secure its members

a higher payo� than the proposed allocation, this coalition will block the proposal.P
Formally, the allocation x will be blocked by a coalition S if x < v(S). Thisii2S

idea is employed by the solution concept of the core of a game, which is de�ned

by the set of all feasible allocations that cannot be blocked by any coalition. That

is, an allocation x is in the core if
X X

x = v(N) and x � v(S) 8S � N:i i

i2N i2S

However, superadditivity or convexity of the characteristic function are quite

restrictive requirements. As an example, consider the following simple production

economy. Suppose that each player is endowed with capital e , and endowmentsi

are transformed into a single good by a real valued production function f . IfP
we de�ne the characteristic function by v(S) = f( e ), superadditivity of theii2S

characteristic function implies non{decreasing returns to scale.

In order to be able to deal with non-superadditive characteristic functions, we

rede�ne the concepts of feasibility and the core in the following way. Let C denote

the set of all possible coalition structures, i. e. the set of all partitions of N with

a typical coalition structure denoted by C . We say that an allocation is feasible if

the total payo� to the players does not exceed the highest possible outcome, i. e.

the outcome that can be achieved under the most favourable coalition structure:P P
x is feasible if x � max v(S).i C2Ci2N S2C

n
De�nition 1 For any TU{game v, an allocation x 2 R is a core allocation if
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P P
(i) x = max v(S), andi C2Ci2N S2C

P
(ii) x � v(S) 8 S � N .ii2S

In words: The allocation x is feasible and e�cient, and there are no blocking

coalitions.
P

Note that, if v is superaditive, max v(S) is equal to v(N), such thatC2C S2C P
condition (i) of the de�nition reduces to the familiar expression x = v(N).ii2N

In order to exclude the trivial case that the core consists only of the allocation

achieved by all coalitions being singletons, i. e. x = v(fig), we assume the fol-i

lowing:

Assumption 1 For each player i 2 N , there exists a coalition S such that v(S[

fig) > v(S) + v(fig).

That is, for every player i there exists at least one coalition where this player

makes a positive contribution, or stated otherwise, there are no dummy players.

No other restrictions are imposed on the characteristic function. In particular, it

is not required that v be superadditive or even convex.

We now turn to the best{reply process by which coalitions evolve. Each player

i's strategic variables are his coalition choice and his demand d , i. e. the sharei

of the surplus generated by v he aspires to get.

Time is discrete. In each period t, all players announce their respective demands,

and the allocation is determined in a way to be described shortly. Realized

payo�s depend on the compatibility of the individual demands in each coalition.

The allocation in period t + 1 is determined as follows. If the demands within a

coalition S are feasible, each member of S will receive his demand. Otherwise,
2each i 2 S gets his reservation payo� v(fig). That is, for each i 2 S,

8 P< d if d � v(S)i ii2S

x = (1)i : v(fig) otherwise.

Thus, a player's reservation payo� can be interpreted as a disagreement outcome:

If negotiations fail in the sense that the members of a coalition are unable to agree

upon the division of the surplus, each has to fall back upon his own resources.

We say that the demand vector d = (d ) is feasible given coalition structure Ci i2NP
if d � v(S) for all S 2 C .ii2S

A players opportunity to revise his strategy arises at random. In each period

t, each player independently takes a random draw from a Bernoulli trial. With
3probability  2 (0; 1), the draw produces the outcome \adjust". If this happens,

the player adjusts his current strategy as follows. He observes the prevailing

2In what follows, the superscript t is omitted in order to simplify notation.
3N�oldeke and Samuelson (1993) refer to this event as \receiving the learn draw".
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t t t tcoalition structure C 2 C, as well as the demand vector d = (d ; : : : ; d ). On
1 n

the basis of this information, the player decides whether to join any of the existing
tcoalitions S 2 C or to form a singleton coalition, and simultaneaously announces

t+1his demand d . This determines the coalition structure and the demand for thei

next period. The state of the game at each point in time is therefore characterized
t t tby the the tuple ! = (C ; d ).

To keep matters as simple as possible and to avoid problems concerning the

existence of best replies, we restrict the players' demands to be chosen from a

�nite set. Suppose there is a smallest accounting unit � with 0 < � < 1, and �

su�ciently small.

Assumption 2 Each player's demand is restricted to the �nite set D of alliP
integral multiples of � in the closed intervall [v(i);max v(S)].C2C S2C

For each state of the game !, player i's strategy set is denoted by

� (!) := f(S ; d )jS = S [ fig for some S 2 C [ f;g; d 2 D g:i i i i i i

As the number of possible coalitions and coalition structures as well as the possible
demands are all �nite, we are dealing with a �nite strategy space. Thus, the

notions of feasibility and e�ciency, and therefore the de�nition of a core alloction,

have to be modi�ed.

nDe�nition 2 For any TU{game v, an allocation x 2 R is a core allocation if

P P
(i) x 2 D 8 i 2 N , x � max v(S), and if the inequality isi i i C2Ci2N S2CP

strict, then x + � > v(N ),ii2N

P
(ii) x � v(S) 8 S � N .ii2S

In what follows, the term \core allocation" will refer to de�nition 2.

The players are myopic. A player who is selected to move seeks to maximize

his expected payo� for the next period, conditional on feasibility. Further, the
players have adaptive expectations. Each player, when it is his turn to adjust his
strategy, expects the current coalition structure and the demands of the other
players to prevail in the next period. Note that, if , the probability of getting

the opportunity to adjust, is small, these expectations are \almost" rational: If 

is small, the probability that two players revise their strategies at a time is close

to zero.

The players' choice of coalition membership is restricted by the current coalition

structure. Given any coalition structure C , the player faces three options: (i)

he can stay in his present coalition, (ii) he can join any of the other coalitions

S 2 C, or (iii) he can form the singleton coalition fig (if this is di�erent from

(i)). At this point, coordination problems may arise due to incompatibility of

players' plans. For instance, suppose in some period t, player i is forming the
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singleton coalition fig, but plans to join some coalition S in t+ 1, while another

player, j, plans to join fig in t+1. Now, if both i and j get the chance to adjust

their strategies at the same time, their plans will be incompatible. To solve this

problem, we assume that each player, when he gets the chance to move, can

always leave his current coalition and join the coalition of his choice, but no

player can be forced to stay in any coalition. That is, player i will join S, and j

will end up in the singleton coalition fjg. If coalitions are interpreted as �rms,

the assumption implies that employees can quit (and join another �rm) without

notice. An alternative interpretation would be to imagine that coalitions form

at certain \meeting points", i. e. di�erent locations, or clubs, where all players

assembled at the same location form a coalition. A player who wants to join a

coalition has to go to that coalition's meeting point. In the above example, this

means that i would go to the meeting point of coalition S, and at the same time

j would go to the location formerly occupied by i, which he will �nd deserted.

This assumption ensures that the coalition structure in each period is always well

de�ned.

As a myopic maximizer, the player chooses that coalition which promises him the

highest feasible payo�. His demand is then determined by his maximum expected

payo� given the other players' demands, i. e.
X

d (!) = max v(S [ fig)� d s.t. d 2 D ; (2)i j i i
S2C[f;g

j 6=i

j2S

and the chosen coalition S (!) is one in which d can be achieved, given thei i

demands of its members, i. e.8 9> >< =X
S (!) 2 arg max v(S [ fig)� d : (3)i j> >S2C[f;g: ;j 6=i

j2S

If this coalition is not unique, the player randomizes, choosing each of the max-

imizing coalitions with positive probability. However, we assume that a player

switches coalitions only if his maximum expected payo� from doing so strictly

exceeds his current payo�, i. e. if d (!) > x .i i

Given the �nite strategy space, the individual adaptation rules de�ne a �nite

Markov chain with state space 
 = f! = (C; d)jC 2 C; d 2 � D g. Let S(i)i2N i

denote the coalition player i belongs to in any state !. The transition probability
0 0 0from state ! to ! with demand d and coalition S (i) is theniX

0
0p = � (! j!);!! i

i2N

0 0where � is de�ned by the best{reply rule, i. e. � (! j!) > 0 if and only if d = d (!)i i ii
0as de�ned in (2), and S (i) is a maximizer of (3). In what follows, we will refer

to this Markov chain as the best{reply process.

As coalition structures evolve over time, it is interesting to analyse under what

conditions the process will settle down to a stable coalition structure, where no
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player has an incentive to switch anymore. To this purpose, we employ the

concept of ergodic sets.

0
0De�nition 3 A set E � 
 is ergodic if for any ! 2 E , ! =2 E , p = 0, and no!!

nonempty proper subset of E has this property. Singleton ergodic sets are called

absorbing states, i. e. ! 2 
 is absorbing if p = 1.!!

Ergodic sets are thus minimal sets with the property that, once the process has

entered such a set, it will remain in that set forever after, and the process will

perpetually vacillate between the states in the ergodic set. A stable coalition

structure will evolve if the process reaches a singleton ergodic set, an absorbing

state. In an absorbing state, no player has an incentive to revise his strategy, given

the prevailing coalition structure. The following lemma characterizes absorbing

states.

Lemma 1 A state ! = (C; d) is an absorbing state of the best{reply process if

and only if the following three conditions are met:

(i) d = x � v(fig) 8 i 2 N ,i i

P
(ii) 8 S 2 C : d � v(S), and if the inequality is strict, thenii2S

P
d + � > v(S),ii2S

P
(iii) 8 i 2 N : 6 9S 2 C : v(S [ fig)� j 6=i d > x .j i

j2S

Proof. Condition (i) states that the allocation corresponding to the state equals

the demand vector. This is the case if and only if demands are feasible, clearly a

necessary condition for the state being absorbing. Further, each player must get

at least his reservation payo�, or else he would deviate from the state by forming

a singleton coalition.

Condition (ii) states that the allocation within each coalition is feasible and

e�cient. If the sum of the demands fell short of v(S), at least one member

of the coalition could increase his demand without a�ecting feasibility, unless

the di�erence between v(S) and the total demand is smaller than the smallest
accounting unit �.

Finally, (iii) ensures that no player has an incentive to switch coalitions. While

each of these conditions is necessary for an absorbing state, the three conditions

together are su�cient: If all three conditions are met, no player can possibly gain

by deviating from that state. 2

Absorbing states thus represent individually stable equilibria in the de�nition of

Greenberg (1994).

8



3 Existence of Absorbing States

The following theorem provides a su�cient condition for the existence of an ab-

sorbing state.

P
Theorem 1 If v(N) � v(fig), the best{reply process has at least one ab-i2N

sorbing state.

Proof. An absorbing state is constructed as follows: Assume that the grand

coalition fNg has formed and each player recievs a payo� x � v(fig) withiP
x = v(N). As payo�s are individually rational, no player has an incentiveii2N

to form the singleton coalition. Further, as all players are members of the grand

coalition, there is no other coalition to join. Finally, as the demands sum up to

v(N ), no player can increase his demand. Thus, under the condition of the the-
Norem, each element of the set 
 (v) := f! = (C; d)jC = fNg; d � v(fig) 8 i 2iP

N; d = v(N)g is an absorbing state. 2ii2N

NThe set 
 is the set of states involving the grand coalition where all players'

demands are indiviually rational, and the demand vector is feasible and e�cient
Ngiven fNg. That is, the set of allocations associated with 
 is the set of all

e�cient imputations achievable by the grand coalition. Stated otherwise, a su�-

cient condition for an absorbing state to exist is that the game is essential in the

de�nition X.2.6 of Owen (1995).

It is well known from the theory of �nite Markov chains that, as time tends

towards in�nity, the process converges to an ergodic set with probability one,
4irrespective of the initial state. However, the best{reply process considered here

typically exhibits multiple absorbing states and/or ergodic sets, and which of

these will eventually be reached depends on the initial state in which the process

starts. As the title of this paper suggests, we are interested in deriving conditions

under which the process converges towards states involving core allocations. We

are now going to explore the relationship between absorbing states and the core

of a game.

Clearly, if x is a core allocation, every state ! = (C; d) with d = x where d is

feasible given C must be absorbing: Condition (i) of de�nition 1 implies (i) and

(ii) of lemma 1, and the non{existence of blocking coalitions (condition (ii) of

de�nition 1) implies condition (iii) of lemma 1.

However, the converse is not true, as the following examples show.

Example 1: Let N = f1; 2; 3g,and v(fig) = 2 for all i 2 N , v(S) = 5 for jSj = 2,

and v(N ) = 8. The state ! = (fNg; (4; 2; 2)) is absorbing, but the allocation

x = (4; 2; 2) is not in the core since core allocations must satisfy x � 2:5.i

Example 2: The 3{player majority game. N = f1; 2; 3g, v(fig) = 0 for all

i 2 N , and v(S) = 10 for jSj � 2. The core is empty, but any state ! = (fNg; d)

4E. g. Kemeny and Snell (1976), Theorem 3.1.1 on p. 43.
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P
with d = 10 is absorbing. In addition to absorbing states, this exampleii2N

exhibits non{singleton ergodic sets. This is the case if the process starts in a

state where one of the players receives the entire surplus of 10, e. g.

1! = (ff1; 2g; f3gg; (10; 0; 0))

2! = (ff1g; f2; 3gg; (10; 10; 0))

3! = (ff1g; f2; 3gg; (0; 10; 0))

4! = (ff1; 3g; f2gg; (0; 10; 10))

5! = (ff1; 3g; f2gg; (0; 0; 10))

6! = (ff1; 2g; f3gg; (10; 0; 10))

7 1! = ! :

1The transitions between the states are e�ected as follows. In ! , only player 2 is

not playing a best reply. Thus, if player 2 gets the chance to adjust, he will join
2player 3 to form the coalition f2; 3g, and demand d = 10. If any of the other two
2

players get the chance to adjust, they will not change their strategies. Therefore,
2 1 2! is constructed from ! by player 2's strategy adjustment. In ! , player 1's

demand is not feasible for the coalition f1g. Player 1's best reply is to adjust his

demand to zero, and stay in the singleton coalition. Players 2 and 3 are playing
2 3 2best replies in ! . The new state ! is thus obtained from ! by adjusting player
31's demand. In ! , the only player who does not play a best reply is player 3. If

he gets the chance to adjust, he will join player one to form the coalition f1; 3g,
4 5and demand d = 10. This leads to ! , and so forth.
3

1Once this set is entered, the process will forever \cycle", i. e. visit the states !
6to ! in a �xed order. However, due to the stochastic nature of the adjustment

process, the states are not visited at regular intervals of time. For instance,
1 2switching from ! to ! requires that player 2 gets the opportunity to adjust his

strategy, an event that occurs with probability . As a consequence, the process
1might remain in state ! for several periods, until player 2 is able to adjust, and

the number of periods the process stays in each state is random.

Thus, using the pure best{reply rule described above, the process might get

trapped in a dominated allocation, or in a \cycle". Similar phenomena have been

observed in other contexts, e. g. in the theory of conventions where it could be

shown (cf. Berninghaus and Schwalbe (1996), Young (1993)) that a population

of players will adopt an ine�cient convention, in problems concerning the choice

of a technology as in Arthur (1989), or in the theory of the core of an exchange

economy when trade is restricted to a bilateral exchange as in Feldman (1973).

We will now slightly modify the players' adaptation rule by allowing them to

experiment with (myopically) suboptimal strategies.
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4 Best Reply with Experimentation

Suppose the system has entered an absorbing state that is not in the core. That

is, there exists a blocking coalition which cannot be realized due to the current

coalition structure. For instance, in example 1, players 2 and 3 could secure

themselves a payo� of 5, but the coalition f2; 3g cannot be realized because,

according to the rules of the game, the players can switch only between existing

coalitions, or form a singleton coalition.

Now, if we assume that the characteristic function is common knowledge among

the players, each player is aware of the fact that a blocking coalition exists. While

players 2 and 3 would want to form this coalition, the absence of communication

possibilities prevents them from doing so. The only way to make it possible

for the coalition f2; 3g to form would be for one of the two players to form a
5singleton coalition, say f2g, and hope that player 3 will join in the next period.

This, however, contradicts our assumption that players switch coalitions only if

they expect a strictly greater payo�. We now modify the model by allowing the

players to switch to myopically suboptimal strategies (with a small probability)

whenever they are a member of a potentially blocking coalition that cannot be

reached under the prevailing coalition structure.

0Assumption 3 In any state ! = (C; d), whenever there exists a coalition S =2 C
P

0 0
with v(S ) > d , each player i 2 S chooses a best reply with probability 1��,0 ii2S

and takes each strategy (S ; d ) 2 � (!) with probability �=j� (!)j when he gets thei i i i

opportunity to revise his strategy. The probability � is independent across players

and states.

In words, a player chooses any combination of coalition and demand with positive

but small probability. Choosing myopically suboptimal strategies with a small

probability can be interpreted as experimenting on the part of the players. Exper-

imenting enables a player to destabilize a state involving a dominated allocation,

at the cost of a loss in payo�. This is similar to the concept of \trembles", or
6\mutations" used in evolutionary models, which is often interpreted as experi-

menting. The di�erence between our modeling of experiments and evolutionary

mutations is that, in our case, the players experiment if and only if there exists

an outcome that is potentially better for them, whereas mutations occur in any

state with uniform probability. We believe it is reasonable to assume that players

will be inclined to experiment only if there is a chance that the outcome of the

experiment may eventually improve their situation.

We will refer to the best{reply process modi�ed by assumption 3 as the best{reply

process with experimentation. Clearly, states involving dominated demand vectors

5Of course, this would require the player to look forward at least two periods.
6E. g. Kandori et al. (1993).
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cannot be absorbing states of this process, since there is a positive probability

that a player experiments. As a result, we get the following theorem.

Theorem 2 The set of demand vectors associated with an absorbing state of the

best{reply process with experimentation coincides with the set of core allocations:

(i) If x is a core allocation, then all ! = (C; d) with d = x and d being feasible

given C are absorbing states.

(ii) If ! = (C; d) is an absorbing state, then d is a core allocation.

Proof. Part (i) is obvious: If x = d is in the core, no player can gain either

by switching coalitions or by changing his demand. Moreover, as no blocking

coalitions exist, no player experiments. Thus, the state is absorbing.

Part (ii): Suppose ! = (C; d) is absorbing, but d is not in the core. If d is not
P

a core allocation, there exists a coalition S with v(S) > d . Assumption 3ii2S

implies that all i 2 S experiment with probability �. Thus, there is a positive

probability that the state is left, a contradiction to ! being absorbing. 2

It is clear that the set of absorbing states of the process with experimentation is a

subset of the set of absorbing states of the pure best{reply process. The following

example illustrates the theorem.

Example 3: Suppose the number of players n is even, v(fig) = 0, and v(S) =

jSj + 2 for all S � N with jSj � 2. Here the optimal coalition size, i. e. the

number of members that maximizes the (average) per capita payo� is jSj = 2.

The unique core allocation is x = 2 for all i 2 N .i

Note that, if a player's current payo� is less than one, and there are at least

two coalitions, his best reply will be to switch coalitions and demand a payo� of
None. Thus, the set of absorbing states of the best{reply process is 
 (v) [ f! =

P
N(C; d)jjSj � 2; d = v(S) 8 S 2 C; d � 1 8 i 2 Ng, where 
 (v) is de�nedi ii2S

as in the proof of theorem 1. The set of absorbing states of the process with

experimentation is the subset of states where players form pairwise coalitions

and demand 2, i. e. f! = (C; d)jjSj = 2 8 S 2 C; d = 2 8 i 2 Ng. The commoni

demand vector of these states coincides with the core allocation of the game.

5 Convergence to Absorbing States

Theorem 2 states that, if the core is non{empty, each core allocation can be

reached in an absorbing state, and any absorbing state can be associated with a

core allocation. However, the theorem does not guarantee that a core allocation

will actually be reached by the process. While the theory of Markov chains

provides a result that ensures convergence towards an ergodic set, it does not

guarantee that such a set be singleton, i. e. an absorbing state (see example 2).
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The following theorem excludes the possibility that the process gets \trapped"

in an ergodic set other than an absorbing state.

Theorem 3 If the core is non{empty, the best{reply process with experimentation

will converge to an absorbing state with probability one as time tends towards

in�nity.

Proof. We prove the result by showing that all ergodic sets are singletons. Sup-

pose that there exists an ergodic set E � 
 with jEj � 2. We establish a con-

tradiction by showing that E contains a state from which there is a path to an

absorbing state.

Theorem 2 ensures that none of the states in E involve a core allocation. (This

follows from the fact that all core allocations are reached in an absorbing state,

and ergodic sets are minimal, i. e. cannot contain other ergodic sets.) As a

consequence, each state ! = (C; d) 2 E is characterized by the existence of a
P

coalition S =2 C with v(S) > d . That is, there are some players whoii2S

will experiment with suboptimal strategies if they get the chance to adjust their

strategies. There is a positive probability that all these players get the chance to

adjust in some period t, and no other player gets this chance. Moreover, there is a

positive probability that all players who experiment form the singleton coalition

and demand their reservation payo�, i. e. they pick the strategy (fig; v(fig)).

Thus, all states resulting from any ! 2 E by replacing S(i) with Snfig and adding

fig in C and replacing d with v(fig) for all players i who experiment with thei

singleton coalition can be reached with positive probability from !. Denote the

set of all such states by R(!). It follows that [ R(!) � E , since all states in!2E

that set are reached with positive probability.

By the same argument as above, elements of R(!) cannot involve core allocations.

Repeating the same procedure as before, replacing E by R(!) for each ! 2 E in
2the argument, we get a set R (!) for each ! 2 E . Again, the union of all the

2R (!) must be in E.

It is clear that, after repeating this procedure a �nite number k of times, the set
k[ R (!) contains the state where either (a) each player forms the singleton!2E

coalition, or (b) some players form singleton coalitions, and those who are not in

a singleton coalition are playing best replies and have no incentive to experiment.

(If these players do not play a best reply, there is a positive probability that these

players (and no other players) get the opportunity to adjust.) More precisely, E
0 0 0 0contains a state ! = (C ; d ) with the following property: Either S (i) = fig and

0 0 0d = v(fig) for all i 2 N , or, if there are coalitions S 2 C with jS j � 2, theni

c c c 0 c c cthere exists an absorbing state ! = (C ; d ) such that S = S for some S 2 C ,
0 c 0 0 0and d = d for all i 2 S , for all S with jS j � 2. (As the core is non{empty,
i i

0an absorbing state exists. Further, as members of S play best replies and do not

experiment, their demands must be part of a core allocation.)
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0 c c cStarting from ! , an absorbing state ! = (C ; d ) can be reached in one step.
cFor each i 2 N , we denote by S (i) the coalition i belongs to in the absorbing

t 0state. Suppose the process is in state ! = ! . We now construct a vector of
t+1 cmoves on the part of the players that yields ! = ! . Assumption 1 ensures

0that, in state ! , for each player who forms the singleton coalition, there exists

a potentially better coalition, and thus each i with S(i) = fig experiments with
0probability �. Further, all players who are in a non{singleton coalition in ! do

c c cnot experiment. Now ! can be reached as follows. For each T 2 C , �x one
c c cplayer i with S (i) = T . Call this player i(T ). Now suppose all players who are

in a singleton coalition get the opportunity to adjust their strategies, and that
mall these players experiment. This happens with probability (�) , where m is

0the number of singleton coalitions in ! . The experimenting players choose the
c cfollowing strategies. Each player i experiments with S = S (i) and d = d : Fori i i

c c c cevery coalition T 2 C , the player i(T ) stays in the singleton coalition fi(T )g
c c cand demands d . All other players j 2 T join the coalition fi(T )g, and demand
i

c c 0 m
0 cd . The resulting state is ! . That probability p is equal to (�=j� (! )j) ,! ! ij

0 cwhere j� (! )j = jC jjD j is the number of strategies available to player i in statei i

0 c! (there are jC j coalitions to choose from). Thus, there is a positive probability
0that an absorbing state is reached when the system starts in state ! . This is a

0contradiction to ! being an element of an ergodic set. It follows that all ergodic

sets are singletons, which completes the proof. 2

Theorems 2 and 3 together ensure that, if the core of a game is non{empty,

the best{reply process with experimentation will reach a core allocation with

probability one as time goes to in�nity, no matter where the process starts.

6 Conclusion

This paper proposed a dynamic process of endogenous coalition formation in

cooperative games. Coalition membership and demands in each period are de-

termined by a simple adaptation rule that is based on myopic best replies on the

part of the players, and players experiment with suboptimal strategies whenever

there is a chance that this might lead to a preferred coalition structure. Under

very mild conditions concerning the characteristic function (the game being es-

sential is su�cient), absorbing states are shown to exist. Moreover, if the core is

non{empty, the process will converge to a state involving a core allocation with

probability one.

The idea to apply dynamic learning processes to cooperative games is quite novel.

The new aspect introduced in the present paper is the explicit formulation of a

bargaining process that simultaneously determines the coalition structure and

the allocation in each time period. This formulation allows us to dispense with

restrictive assumptions on the characteristic function such as superadditivity or
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convexity, which in turn ensures that our model is applicable to a large class of

games.

While we provide a strong convergence result for the case that the core is non{

empty, relatively little can be said if the core is empty. In this case, the process

with experimentation does not exhibit absorbing states. The reason is that, in any

state, there will always be a potentially blocking coalition, such that players keep

experimenting and the process will never settle down. Under the pure best{reply

rule, however, the process will converge to an ergodic set with probability one.

This can be either an absorbing state where the grand coalition is formed and the

allocation is e�cient given that coalition, or a \cycle" as in example 2. We can

conclude that, in the special case of a superadditive characteristic function, the

allocation in any absorbing state will be e�cient. However, even for superadditive

functions, convergence to an absorbing state cannot be guaranteed because of

the existence of non{singleton ergodic sets. A more detailed characterization of

ergodic sets for games with an empty core will be subject to further research.
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